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Disclaimer

The irformation in this publication is freely available for reproduction and use byeaipiant

and is believed to be accurate as of its publication date. Such information is subject to change
without notice and th&#/EF Forum(MEF) is not responble for any errors. The MEF does not
assume responsibility to update or correct any information in this publication. pMseatation

or warranty, expressed or implied, is made by the MEF concerning the completeness, accuracy,
or applicability of any indrmation caotained herein and no liability of any kind shall be assumed

by the MEF as a result of reliance upon such information.

The information contained herein is intended to be used without modification by thiemeop
user of this document. TheBF is not responsible or liable for any modifications to thisudoc
ment made by any other party.

The receipt or any use of this document or its contents does not in any way createjdagionpl
or otherwise:

a) any express or implied license or right to odar any patent, copyright, trademark or
trade secret rights held or claimed by any MEF member company which are or may
be associated with the ideas, techniques, concepts or expressions contained herein;
nor

b) any warranty or representation that any MEF mendompanies will announce any
product(s) and/or service(s) related thereto, or if such announcements are made, that
such announced product(s) and/or service(s) embody any or all of the ideasl- techno
ogies, or concepts contained herein; nor

c) any form of rehtionship between any MEF member companies and the recipient or
user of this doament.

Implementation or use of specific Metro Ethernet standards or recommendations and MEF spec
fications will be voluntary, and no company shall be obliged to implement ltlganntue of pa-
ticipation in theMEF Forum The MEF is a noprofit international organizationceelerating
industry cooperation on Metro Ethernet technology. The MEF does not, expressly or otherwise,
endorse or promote any specific produgtservices.

(C)2012. TheMEF Forum All Rights Reserved.
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1 Abstract

External Network Network Interface (ENNI) i Phase2

The Metro Ethernet NetwhrArchitecture Framework specifies a reference point that isnthe i
terface between two Metro Ethernet Networks (MENS), where @aehnatorMEN is under the
control of a distinct administrative authority. This reference point is termed the Extietwadrk
Network Interface ofENNI.2 The ENNI is intended to support thetension of Ethernet services
acrosgnultiple Operato™MENSs. This Technical Specification spées:

1 The requirementat the ENNI reference poinas well as the interface functionral
ty in sufficient detail to ensure interoperabilibetweentwo Operator MENSN-
cluding Link OAM.

1 The connectivity attributes UNI to UNI, UNI to ENNI, and ENNI to ENNI such
that multiple Operator MENSs can be interconnected and the Ethernet services and
attributes inMEF 6.1[9] and MEF 10.45] can be relzed.

2 Terminology

Term Definition Source
Bundled A nonRooted Multipoint OVC that associates an OVC End | This doa-
ovC Point that hasnore than one-&¥LAN ID value that mapto it. ment
CE Customer Edge MEF 10.35]
CHLI Consecutive High Loss Interval This dow-
ment
Color Fa- An OVC attribute defining the relationship betweba Color of | This doa-
warding an egress ENNI Frame and the Color of the corresponaing i| ment
gress ENNI Frame or Service Frame
Consecutive | A sequence of small time intervals, each with a iigine loss | This doa-
High Loss ratio ment
Interval
C-Tag SubscribeNL AN Tag IEEE Std
802.1a4]
DSCP Diff -Serve Code Point RFC
247414]
End Point A mapping of specified-§ag VLAN ID values to specified This dow-
Map OVC End Point Identifiers ment
End Point When multiple SVLAN ID values map to a single OVC End | This doa-
Map Bun- Point in the End Point Map, and the OVC associating that O} ment
dling End Point is not a Rootddultipoint OVC
End Point A parameter in the End Point [ddin this specification the End| This doa-
Type Point Type is always OVC End Point.) ment
ENNI A reference point representing the boundary betweerOper- | MEF 4[1]
tor MENSs that are operated as separate administrabiveiths

I MEF 4[1] hypherates the acronym but this document does not.

MEF 26.1
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Term Definition Source
ENNI Frame | The first bit of the Destination Address to the last bit of the | This doa-
Frame Check Sequence of the Ethernet Frame transmitted § ment
the ENNI
ENNI MTU | MTU of an ENNI frameat theENNI This dow-
ment
ENNI-N; The functionaklement administered by the Operator of the itl This doa-
Operator MEN that supports the protocols and procedares r| ment
quired in this document
EVC An association of two or more UNIs MEF 10.35]
E-WAN An MEF defined ETH services aware network that provides | MEF 4[1]
connectivity letween two or more MENSs via ENNIs
External h- | Either a UNI or an ENNI MEF 4[1]
terface
High Loss A small time interval with a higframe loss atio This dow-
Interval ment
HLI High Loss Interval This dow-
ment
L2CP Twn- | The process by which a frame containing a Layer 2 Contosl | This doa-
neling tocol is transferreddbween External Interfaces. ment
Leaf OVC An OVC End Point that has the role of Leaf This dow-
End Point ment
MEN A Metro Ethernet Network comprising a single administrativg MEF 10.35]
domain
MTU Maximum Transmission Unit This dow-
ment
Multipoint- | An OVC that can associate two or méteotOVC End Points | This doa-
to-Multipoint ment
ovC
Network Qo- | The Administrative Entity of a MEN MEF 4[1]
erator
Operator Vi- | An association of OVC EhPoints This dow-
tual Conne- ment
tion
ovcC Operator Virtual Conretion This dow-
ment
OvC End An association odn OVCwith a specificExternallnterfacei.e., | This doa-
Point UNI, ENNI ment
OvC End A property of an OVC End Point that determines the forward| This doa-
Point Role behavior between it and other OVC End Points that are assq ment
ed with the OVC End Point by an OVC

2 MEF 4 considers several types of Bxi@ Interfaces. This document is limited to consideration of the UNI and
ENNI.
MEF 26.1
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Term Definition Source
OVC ldent- | string that is uniguamong all OVCs in the Opator MEN This dow-
fier ment
Pointto- An OVC that associates exactly tknot OVC End Points This dow-
Point OVC ment
Resiliency | The number of High Loss Intervals andrSecutive High Loss | This dow-
Perfomance | Intervals in a time interval ment
Root OVC | An OVC End Point that has the role of Root This dow-
End Point ment
Rooted An OVC that can associate at least one Leaf or Trunk OVC | This dow-
Multipoint Point ment
ovC
Service An Ethernet frame transmitted across the UNI toward tihe See MEF 10.35]
Frame vice Provider or an Ethernet frame transmitted across the U]
toward the Subscriber
Service Po- | The organization responsible for the UNI to UNI Ethernet se| MEF 10.35]
vider vice
STag Service VLAN Tag IEEE Std
802.1ad4]
Subscriber | The organization purchasing and/or using Etherneti&ss MEF 10.35]
SVLAN ID | The 12 bit VLAN ID field in the STag of an ENNI Frame This dow-
ment
Tag An optional field h a frame header. In this document it is the | IEEE Std
byte field that, when present in an Ethernet frame, app®ars i| 802.1a¢4]
mediately after the Source Address, nother tag in an Etherng
frame header and which consists of tHeyBe Tag Protocol
Identification Field TPID) which indcates STag or GTag, and
the 2byte Tag Control Inforrtion field (TCI) which contains
the 3bit Priority Code Point, and the 4#t VLAN ID field
Trunk OVC | An OVC End Point thiahas the role of Trunk This dow-
End Point ment
UNI The physical demaation point between the responsibility of th MEF 10.35]
Service Provider and the responsibility of thdS&uiber

Table 117 Acronyms and definitions

Note that throughout this specification, UNI means a demarcation poiriEMNdl means a e
marcation pointFunctionality associated with an interface atEMNNI is denoted b¥ENNI-N;.

3 Scope

This document is a revision of MEF 266]. MEF 26 was the first phase of specifications for
interconnecting Operator MENSs in order to support MEF Ethernet Seréds26 ncludes:

1 Support forPointto-Point and Multipointto-Multipoint EVCs spanning an airb
trary number oDpemator MENs andENNIs.

© The MEF Forum 2012 Any reproduction of this document, or any portion theref, shall cantain the
following statement: "Reproduced with permission of theMEF Forum." No user of this document is
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1 Ethernet frames at tHeNNI with formats according to the Provider Bridgescspe
ification IEEE Std802.1ad4].

1 Gigabit Ethernet or X&igabit physical links according t€EE Std802.3[3].
1 Color aware Bandwidth Bfiles at theENNI.

1 Hairpin switching, wher&NNI Frames associated with an EVC may be sent back
across afNNI from which they were received by the Operator.

9 Link protection based oftEE Std 802.32005 Clause 43.ink Aggregation3].
1 Link OAM based ordEEE Std802.3[3].

This documentepresents the second phase. It consolidates MEF 464,IMEF 26.0.2[18],
and MEF 26.0.3[19]. In addition it introduces specifications for the support of Rooted
Multipoint EVCs as defined in MEF 10[8]. As such it adds the following to MEF 26:

1 The definition and requirements for tunneling frames containing a Layemn2 Co
trol Protocol on an Operator Virtual Connection.

1 Service Level Specification definitions and relateguirements.

1 Support for Rootedultipoint EVCs spanning an arbitrary number of Operator
MENSs.

This document supersedes MEF 26.
4 Key Concepts

4.1 Motivation and Service Model

It is likely that a potential Subscriber for Ethernet Services will Hagations that are not alll
served by a singIMEN Operator. Put another way, in order for such a Subscriber to obtain se
vices, multiple MEN Operators wil!/l need to
work Interfaces (UNIs). A further potential complication is that the MEN Operatopsoging

the UNIs may not all interconnect with each other necessitating the sissit MEN Oper-

tors. Figure1 shows an example where there are four Subscriber Ufoded by three MEN
Operators where Operator A does natdily connect with Operator Geeessitating the use of
Operator D as an intermediarihe goal of this Technical Specification is to enable configur
tions like that ofFigure 1 to support the servicattributesdefined in MEF10.2 [5] andsavice
definitions INMEF 6.1[9].

MEF 26.1 © The MEF Forum 2012 Any reproduction of this document, or any portion theref, shall cantain the Page4
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authorized to modify any of the information contained herein.

be



MEF External Network Network Interface (ENNI) i Phase2

y g

Operator B > UNI 3

) _4\\,/\«/

~4 o
Operator D ' /'
- / \_\/

Operator C

it 7 UNI4
Figure 17 Example of Multiple MEN O perators Suppating Ethernet Services

This document uses ¢hfollowing Service ModelFor a given EVC, lie Subscriber contracts
with a Service Rwvider to be responsible for delivering Ethernet Services among theikNis
EVC. The Service Provider, in turn, selects and contracts with various MEN Operatoliggo de
the UNI-to-UNI services. It is the responsibility of the Service Provider to erthatehe appo-
priate service and interface attribute valuesm each Operatoare such that the UNI to UNI
service features purchased by the Subscriber can berddlivéere is no constraint on the type
of organization that can act as the Service Providantples include:

1 One of the Operators involved in instantiating the Services, e.g., Operator D in
Figurel

1 A third party such as a systems intetpr
1 An enterprise IT department (acting as both Service Provider and Subscriber)

Note that the role of an orgaation can be different for different EVC instances. For example,
an organization can act as an Operator for one BMCas Service Provider and an Operator for
another EVC.

There are two types of technigalquiremerd neededo support this Service Modahd covered
in this Technical Specification

Interconnection Interface: These requirements detail the method ofrodanection btween

two Operator MENsncluding the protocols that support the exchange ofrtfegrmation needed

to support theJNI to UNI Ethernet Services. This interface is called the External Netwotk Ne
work Interface ENNI). The Protocol Data Unitsxehanged at thé&eNNI are calledENNI
Frames.In this Technical Specification these Protocol Data Units are Ethernet Framesias spec
fied in IEEE Std802.1ad4].

Operator Services Attributes: These requirements detail the cortnaty attributes that are
supported by an Operator MEN. Such attributes can exist betweenaddNlsscribed in MEF
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10.2(Operator A inFigurel), betweerENNIs (OperatorsA andD in Figurel), and letween a

UNI and anENNI (Operators A, B, and C iRigurel). These attributes can be thought of as the
menu from which the Service Provider purchases, from each Operator, what is needed-to insta
tiate the UNI to UNI sevices purchasely the Subscriber.

It is highly desirable that the UNI to UNI service observed by the Subscwhen multiple -
erator MENs are involvede indisthguishable from the servicdbat are obtained via a single
Operator MEN. However, practical considerasonight prevent this.

MEF 10.2specifies multiple UNI to UNI service attributesg., EVC type, service miglexing

The Operator Service Attributestdiled in this document are intended to support most of these
attributes(see Sectio). Furthermore it is desirable that a given instance &MNNI simultare-
ouslysuppors all of the Operator Service Attributes but this capability is natdaged.

4.2 Design Goals
This specification is driven biwo main goals:

Rapid deployment In order to meeBubscriberdemand for interconnection of sites served by
more than on®peratorMEN, it is important that thee requirementde amenable to rapided
velopment and deployment. In practical terms, this means restricting the specificabiastita
Ethernet technology to the extent possible. It is desirable th@&NiNl and Operator Seice
Attributesbecome available as quickly as possible to satisfy the overall market for Metre Ethe
net Services, both on the demand and supply sides.tNatt¢his does not preclude the setbs
guent development of extensions to this specification to support, for example, additional physical
layers and protocol encapsulations, as well as automated provisioning and managememt functio
ality.

Minimization of global knowledge The Service Provider has global knowledge of the sies a
sociated with a particular service, what services have been subscribed to, etc. Coordination will
have to occur with albf the MEN Operators involved. However, there is considerabléivae

tion to limit the information that a particul@perator MENrequires to that needed to deploy
services within thaOperatorMEN, and to mformation amenable to bilateral agreement at each
ENNI. Partitioning the required information in this manner gikkatly expedite the process of
deploying servicesvia multiple Operator MENSs

4.3 ENNI Reference Model

Formally, the Metro Ethernet Network Aiitbcture Frameworkl] specifies a reference point
that is the interfee between two Metro Ethernet Networks (MENS), where each MEN is under
the control of a distinct administrative authority. This reference point is termed the External
Network Network Interface oENNI. The MEF aternal reference point model is displayed in
Figure 2 which is derived from Figur® in [1]. An Ethernetaware Wide Area Nwork (E-

WAN) is functionally equivalent to a MEN but is given a distimame to suggestdhan E

WAN may have a larger geographical extent than a typical MERkhis specification, MENnN-
cludes EWAN.
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Public Service Networks
(Internet, PPP, FR, ATM)

Service Interworking NNI / External NNIs
UNI'| Metro Ethernet Network | Metro Ethernet Network

Network Interworking NNI

Ethernet-aware Wide

External Transport Area Network (E-WAN)
Networks Admin Domain Z
Network Interworking NNI External NNI
Metro Ethernet Network
Metro Ethernet Network Admin Domain W

Admin Domain X

Figure 217 MEF external reference model
4.4 ENNI Frame

Two OperatorMENs exchangeENNI Frames across thENNI. An ENNI Frame is an Ethernet
[3] frame transmittedrom an OperatoMEN, across thé&eNNI toward theotherOperatorMEN.
When arENNI Frame is trasmitted byan OperatoMEN, from the perspective of th@peator
MEN, it is called an egresENNI Frame. When th&NNI Frame is received bynaOperator
MEN, from the perspective dhis MEN, it is called an ingresENNI Frame The ENNI Frame
consists of the first bit of the BEnation MAC Address through the lasit of the Frame Check
SequenceThe prdocol, as seen by the network elemeofserating at th&NNI, compiesto the
standard Etherng8] framewith the excetion that may have a length greater than that specified
in [3] (seeSection7.1.6. There are no assumptions about the details ofCperatorMetro
Ethernet Network. It could consist of a single switch or an agglomerationwbmes based on
many different telanologies.

4.5 Operator Virtual Connection

An Operator Virtual Connectio(OVC) is the building block for constructinghd&VC spanning
multiple Operator MENs

An OVC caninformally be thought ofasams soci at i o mt erf f ditthetde’sama a |
OperatorMEN. This association constrains the delivery of frarmeshe sense that an egress
Service Frame oENNI Frame mapped to a given OVC can only be the result of an ingress Se
vice Frame oENNI Frame mapped to the given OVC

In the case of aBNNI, an egresENNI Framewith identical MAC and payload informatiaran
result from anngressENNI Frame at the same interface. (This behavior is not allowed at a UNI
as specified in MERO.2[5].) To describe this behavior, the OVC HERdint is used whichla
lows muliple, mutually exclusive ways that &NNI Frame can be mapped to a single OVC at
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anENNI. Section 7.2 definesthe OVCasanassociation 0OVC End Pointsin turneach OVC
End Pointis as®ciatedwith either a UNI or arENNI. For the scope of this documeratt least
oneOVC End Point agxiated by an OVGs atanENNI.

Figure 3 shows an example of two OVC®ne OVC connects UNI A, UNI B, and thENNI.
The otherOVC connets UNI A and theENNI but allows what is called Hairpin Switing (see
Section7.2.3 via OVC Endpoints a anddi theENNI.

Operator

(@ OVC End Point

UNIB [FFA

Figure 31 Examples of OVCs

Theformal defintion andrequirements that apply @VCs are detailed in Sectiogh2
4.6 Relationship between OVCs and EVC

An Ethernet Virtual Connection (EVC) is an association of two or more .JBjI8Vhen an EVC
associates UNIs attached to more than©peratorMEN, the EVC isrealized byconcagenating
OVCs.Figure4 illustrates how this is done with an example.

In this example, there is an EVC associatifgl Q and UNI S and it is constructed by corat
nating OVC A2 in MEN A with OVC B2 in MEN B. The concatenation is achievegrbperly
configuring the End Point Map attribute feNNI AB in MEN A and the End Point Map atbri

ute forENNI AB in MEN B. (SeeSection7.1.7for the definitions and requiremerfts the End
Point Map.) These map attributes are configured such thEN&t Frame atENNI AB that is
mapped to OVC End Point x by MEN A is mapped to OVC End Roiny MEN B and vice
versa. An ingress Service Frame at UNI Q that is destined for UNI S will result in an ENress
NI Frame aENNI AB mapped to OVC End Point x in MEN A. When this frame is received by
MEN B as an ingress ENNI Frami¢ will be mapped to OVC End Pdiy and then result in an
egress Service Frame at UNIThe other EVCs in the example can beikny instantiated by
configuring the End Point Maps as shown in the table. It is the responsibility of the Seovice Pr
vider responsible for an EVC to insutteat the OVCs are correctly concatenatedthe core-
sponding EVC
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OVC End
Point x

OVC End
Pointy

EVC UNIs oVCs
1 (red) UNIP, UNIR, UNIT Al,B1,C1
2 (blue) UNIQ, UNI' S A2, B2
3 (black) UNI P, UNIR A3, B3
4 (green) UNI'S, UNI'V B4, C4

Figure 41 Example Relationship ofOVCs to EVCs

The example ofigure4 illustrates one possible configation In this exanple, each Operator

MEN has only one OVC for each EVC that itsispporting However, it is possible to use miult

ple OVCs in a single Operator MEN to build an E\&&ction10.4 contains an exaple. It is
alsopossible that a single OVC in an Operator MEN can support more than one EVC. This can
occur when an End Point Map attribute has Bundling as described in Sédtion

The Operator Service Attributes contained in this docuraeatsufficient to support Pobb-
Point, Multipoint-to-Multipoint, and RooteeMultipoint EVCs.

5 Compliance Levels

The keywordsMUST, MUST NOT, REQUIRED, SHALL, SHALL NOT, SHOULD,
SHOULD NOT, RECOMMENDED , MAY , andOPTIONAL , when they appear in this do
umernt, are to be interpreted as described in RFC 22]L9

Items that areREQUIRED (contain the word$AUST or MUST NOT) will be labeled agRx]
for required Items that areRECOMMENDED (contain the wordSHOULD or SHOULD
NOT) will be labeled agDx] for desirable Iltems that ar©PTIONAL (contain the wordMAY
or OPTIONAL ) will be labeled agOx] for optional

6 Requirements for the ENNI

The ENNI is defined as a reference point representing the boundary betwee®pemtor
MENSs that are operated as separate administrative damains

Similar to the concept of the UMNE and UNHN functionalcomponents of the UNI7], it is use-

ful to identify ENNI-N1 andENNI-N2 as the separately adnsteredfunctionalcomponentshat
supportthe ENNI between MENL and MEN2. Figure5 illustrates this concepEachENNI-Ni

is an entity that represents those functions necessary to implement the protocols and procedures
spedcfied in thisdocument.
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Operator MEN 1 Operator MEN 2

Figure 51 Representationof ENNI-N;

An ENNI can be implemented with one miore physical links.However, when there is nogr
tection mechanism among multiple links connecting two OpeMEeXs, each link represents a
distinct ENNI.The fdlowing requirements apply.

[R1] When theraretwo physical links in th&NNI, anENNI-Ni MUST be caable of
implemening Link Aggregationas inClause 8.6.1 of [3] with one Link Aggre-
gation Group(LAG) across the ports supporting an instanc&NNI and with
one link in active mode and the other in standby mode.

Note that an Operator that is capable of supporting LAG as descrifiedl]ibut elects taise an
alternative protection mechanismaagiven ENNI by mutual agreement with the connecting O
erator is compliant witfR1].

[R2] When Link Aggregation is used at tB&INI, LACP MUST be usedy each BI-
NI-Ni per[3].

The choice of which link to use for active or standby is to be decided on an Ojter@erator
basis.

Note that the above requirements mean that if one link becomes inactive, Link Aggregation is to
continue to operate on the remainagive link.

Requirements foa twolink LAG in active/actve modeor for a LAG withmore than two phys
cal links in theENNI may be addressed in a later phase of this specification.

7 Operator Services Attributes

The Service Modefor the use of th&NNI involves the purchase of services from one or more
Operatos. These servicearethe exchange of traffic amormgNNIs and UNIs that are supported
by eachOperatorMEN. The purchaser of these services from@peratos is eferred to as the
Service ProviderTherefore it is important that the attributes of these services be descrbed pr
cisely. The basic model is shownkigure 6. Operator Service Attributes describe the possible
behaviors seeby an observer (the Sace Provider) external to the Operator MEN at aed b
tween the external intaces (UNI andENNI).
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Operator MEN

Figure 61 ENNI Ethernet Services Model
The implementation of the Operator Metro Ethernet Netwodpague to the Service Provider.
What is important is the observed behavior among the UNI€aiNds in Figure6. These b-
haviors can be described by the following setsttoibaites:
ENNI Service Attributesre pesented in Section 1
OVC Service Attributesire presented in Sectig2
OVC End PointperENNI Service Attributesre presented in Secti@n3.

UNI Service Attributesire presented in Sectigi.

= = =2 =4 -2

OVC per UNI Service Attributesare presented in Sectigrb.

I n the followingeseati dmd,ertflaeet ei BNNudg=2td t o
UNI.

7.1 ENNI Service Attributes

The ENNI is the point of demarcationetwveen the responsibilities of two Operators. For each
instance of arENNI, there are two sets &NNI Service Atributes, one for edcOperator. A
given attributan the setcan have an identical value for each Operator while another attribute can
have a different value for each Operator. It is expectedmhaly if notall of the ENNI Service
Attribute valuesfor each Operator will benown to the Service Provider. In some cases, some of
the ENNI Service Attributevaluesof one Operator will not be known to the other Operator and
vice versa.

The ENNI ServiceAttributes are summarized ihable2 and described in detail in thellimving
subsections.

MEF 26.1 © The MEF Forum 2012 Any reproduction of this document, or any portion theref, shall cantain the Pagell
following statement: "Reproduced with permission of theMEF Forum." No user of this document is
authorized to modify any of the information contained herein.



MEF External Network Network Interface (ENNI) i Phase2

Attribute Name Summary Descrption Possible Values

OperatorENNI Ident- | An identifier for theENNI intended| A stringthat is unique across thq

fier for management pposes Operator MEN.

PhysicalLayer The physical layer of the links gu | One of the PHYss listed [fR5]
porting theENNI

Frame Format The format of the PDUs at the Frame formats as specified in
ENNI Section7.1.3

Number of Links The number of physical links in th| An integerwith value 1 or 2
ENNI

Protection Mecanism | The method for protection, if any,| Link Aggregation none or other
against a fdure

ENNI Maximum The maximum lengtENNI Frame | An integer number of bytes
Transmission Unit in bytesallowed at theENNI greater than or equal to 1526
Size
End Point Map The map that associates each S | A table with row=f the form
TaggedENNI Frame with an End | <S-VLAN ID value, End Point
Point Identifier, End Point Type>
Maximum Number of | The maximum number @®VCs An integer greater than or equa
OVCs that the @erator can support at th| to 1
ENNI
Maximum Number of | The maximum number @®VC An integer greater than or equal
OVC End Points per | End Points that the Operator can | to 1
ovC suypport at theENNI for an OVC

Table 27 ENNI ServiceAttributes
7.1.1 Operator ENNI Identifier

The OperatoENNI Identifier is a stringadministered by the Operatdt is intended for ma-
agement and control pposesAn Operator an manage multiplENNIs.

[R3] The OperatolENNI Identifier MUST be unique among all such identifiers for
ENNIs supported by the Operator MEN.

[R4] The OperatoENNI Identifier MUST contain no more than 45 bytes.
7.1.2 Physical Layer

[R5] Each linkin anENNI MUST be one of th following physical layers in full a
plex mode as defined MEEE Std802.3—20093]: 1000BaseSX, 1000Basé X,
1000Base T,10GBASESR, 10GBASELX4, 10GBASELR, 10GBASEER,
10GBASESW, 10GBASELW, 10GBASEEW.

Note that the phsical layer at on&NNI supported by the OperatMEN can be differenthan
the physical layer atnatherENNI supported by the OperatbfEN.
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7.1.3 Frame Format

The ENNI Frameis an Ethernet frame and is defined to corsighe first bit of the Destination
MAC Address through the last bit of the Frame Check Sequé&idll Framesuse Service
VLAN tags (Stags), as dined in IEEE Std 802.1ad0094], to map frames to End Poiras
described in Section.1.7.. An ENNI Frame can have zero or more VLAN tags. Wtieare is a
single tag, that tag is anTRg. When there are two tags, the outer tag is-dagsand the next
tag is a CTag as dfined in IEEE Std 802.1a80054].

[R6] EachENNI FrameMUST have the stndard Ethernet format with one of the tag
configurations specified in Table DA = Destination Address, SA = Source
Address, ET = Ethertypeength S-Tag with Tag Protocol Identification Field
(TPID) = 0x88A8, GTagwith TPID = 0x8100.]

DA (6 bytes) : SA (6 bytes) : ET (2 bytes): payload and FCS (no VLAN t
DA(6) : SA(6) : STag (4) : ET (2) : payload and FCS
DA(6) : SA(6) : STag (4) : GTag (4) : ET (2) : payload and FCS

Table 37 ENNI Frame Formats

[R7] An STagMUST have the format specified in Sections 9.5 and 9.1€EE Std
802.1ad][4]

[R8] A C-TagMUST have the format specified in Sections 9.5 and 9.6EEE Std
802.1ad][4]

[R9] An ingressENNI Framethat is invdid as defined in Clause 3.4 {§] MUST be
discarded by the receivir@@peratorMEN.

The length of aiENNI frame is defined as the number of bytes beginning with thebfiref the
Destination Address thugh the last bit of the Frame Check Sequence.

[R10] An ingressENNI Frame whose length is less than 64 odt$ST be discarded
by the receivingperatotMEN as per Clausé.2.4.2.20f [3].

Note that this specification provides fBNNI Frames that are longer than the maximum ispec
fied in [3]. See Sectioi.1.6

When anENNI Frame contains an-¥ag, the value of the 12 bit VID field in theT&g is a-
fined as the S/LAN ID Value.

7.1.4 Number of Links

An ENNI can be implemented with one morephysical links. This attribute specifies thenmu
ber ofsuchlinks. When there arewo links, protection mechanisms are required, see Se6tion
Protection mechasms for more than two links areymnd the scope of this specification.
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7.1.5 ENNI Resiliency Mechanisms

[R11] If the Number of Links is one, thehdProtectionMechanismattributeMUST be
setto “none ”

[R12] If the Number of Links is &and LAG as specified ifR1] is implementedthen
the ProtectionMechanismattributeMUST besetto “Link Aggregation’

[R13] If the conditions specifiedR11] and [R12] are not met, then the Protection
Mechanism attributdMUSTbhe set to “ot her . ”

As a consequenaaf these requirementsnprotectedinks between twdperatorMENS repre-
sent distincENNISs.

Note that MEN Operators are allowed to decide whether to configure Link Aggregation by
agreement betweehdémselves.

The current scope of this document is restricted to thes odsiee Gigabit Ethernet othe 10 G-

gabit PHY layer, and therefore the discussions of protection and fault recovery mechanisms are
directed athesePHYs. It is fully expected thatter versions of this document will discuss other
PHY layers, and they may contain their own protection and fault recovery mechanisms. Also,
this phase of the specification addresses link or port protection only. dteetgn mechanism

is Link Aggregatim Protocol (802.2005). Similarly, later versions may specify other aspects of
protection mechanisms from MEF P13]

7.1.6 ENNI Maximum Transmission Unit Size

The ENNI Maximum Transmission Unit Size specifies the maximum legtiNI Frame in
bytes allowed at thENNI.

[R14] The ENNI Maximum Transmission Unit SiZdUST beat leastl526bytes
[D1] TheENNI Maximum Transmission Unit SiZZHOULD beat least 2000 bytes.

[R15] When anENNI Frame is larger than the MT8ize the receiving OperatdvIEN
for this frameMUST discard it and theoperation of a Bandwidth Profile thgp-a
plies to this is not defined

The undefined operation of the Bandwidth Profile referred tfRib5] means that an ENNI
Frame décarded because it iaryer than the OVC MTU Size can result in either a change or no
change in the state of the Bandwidth Profile algorithm.

The MTU is part of several attribute specifications. For example, BENNI, and OVC will
have MTU attributes. Please referSection9 for global MTU requirements.
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7.1.7 End Point Map

The End PointMap specifies how each-$aggedENNI Frame is associatasith anOVC End
Pointwithin an Operator MEN(See Sectiof7.2.1for the definiton of OVC End Point.As de-
scribed in the following subections, an End Point Map may or may not have what is called
Bundling.

7.1.7.1 Basic End Point Map

The End Point Magan be represented by a three column tabtdumn 1 contains-$YLAN ID
values. Column 2antains End Point Identifiers. Column 3ntains End Point types. Each row
in this table maps the-8LAN ID value to the End Point Idetfier and End Point Type.

Such a table idlustrated by the example iRigure 7. In this exarple, it is assumed that each

End Point Identifier is formed by appending a four digit number t&tiNI Identifier (Gotham
Central Exchange_12) and there are two types of End Point, OVC and Type X. Per this example,
an STaggedENNI Frame with SVLAN ID value 189 is mapped to the OVC End Poinb- G

tham Central Exchange_11589.Note that the End Point Mapplies to both ingress and egress
S-Tagged ENNI Frames.

S-VLAN ID Value | End Point Identifier End Point Type
158 GothamCentral Exchangel21224| OVC EndPoint
166 Gotham Central Exchange -1224| OVC End Point
189 GothamCentral Exchangel21589| OVC End Point
3502 GothamCentral Exchangel20587 | Type X

Figure 717 End Point Map Example
The following requirements apply to the ERdint Map.

[R16] For a givenS-TaggedENNI Frame, the End Point to which it is mappddST
be determined by the-'8¥LAN ID value in the STag.

[R17] An SVLAN ID value MUST be used in no more than ormv of the nap.
[R18] The End Point Typ&#UST be OVCENd Pointor VUNI End Point®

As per the following requirement, an ingres3&jged ENNI Frame whose\A_AN ID value is
not in the map is not to be forwarded by the receiving Operator MEN.

[R19] An ingressS-Tagged ENNIFrame that is not mapped an existingeEnd Point
MUST NOT be forwardedto an External Interfacey the receiving Operator
MEN.

3 The definition of VUNI End Point and related requirements are in MER@8
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Note thafR19] does not preclude the receiving Operator MEN frotingas a peer for a L2CP
protocol carried in an-$agged ENNI FramefFor example, Sagged BINI Frames could be
used for the ENNI Maintenance Entity Service OAM protocol.

In general the /LAN ID valuesin the End Point Ma@re local to arENNI, e.g, OVC End
Pointsassociated by the sar®/C at differentENNIs within an Operator MEN maybe ident

fied by different SVLAN ID values. In cases where it is desirable to constrain €68 End
Point to be identied by the same-§LAN ID value for a givenOVC, the OVC is specified to
have SVLAN ID Preservatiorwi t h v a (see&ectio§.2.K3”

[R20] An ENNI Framewithout an STag MUST NOT be mapped to an OVC End
Point.

[R20] does not necessarily mean that an untagged ENNI is to be discarded by the regeiving O
erator MEN. For exanig, an untagged ENNI Frame carrying a Layer 2 Control Protocol might
be processed.

Note that at a given ENNI, each Operator MEN will have an End Point Map and these maps will
typically have differencegzigure8 shows an examplef two Qperator MENSs, A and B. In this
example, each Operator MEN is using a different scheme fatifigleg OVC End Points and

thus the maps differ in column 2. More examples of End Point Maps are in SHtion

Operator MEN A End Point Map

S-VLAN ID Value | End Point Identifier End Point Type
158 Gotham Central Exchange -1224| OVC
189 Gotham Central Exchange -1%589| OVC

Operator MEN B End Point Map

S-VLAN ID Value | End Point Identifier | End Point Type
158 Switch103-Part-4-038 | OVC

189 Switch103-Port4-344| OVC

Figure 81 Example of the two End Point Maps for a Given ENNI

As described in Section.2.2 an OVC End Point always has one of three roles; Root, Leaf, or
Trunk. When an OVC End Point at an ENNI has the role of Trunk, twa/AN ID values map

to that OVC End Point in the End Point Map. Onr&/ISAN ID value identifies ENNI frames
that esult from Service Frames that originated at a Root UNI, and the ot¥e€ASI ID value
identifies ENNI frames that result from Service Frames that originated at a Leaf UNI. (See Se
tion 6.1.2.2 of MEF 10.25] for descriptions of Root UNI and Leaf UNI.) The Trurdehtifiers
attribute See Sectioid.3.2 specifies these-8LAN ID values.

[R21] When the End Point Map contains an OVC End Point that has the OVC End Point
Role of Trunk, the End Point MAMIUST contain exactlyone RootS-VLAN ID
valueand one Leaf &/LAN ID valuethat map to taOVC End Point.
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Note thafR21]is only relevant at an ENNI.
7.1.7.2 End Point Map Bundling

When multiple SVLAN ID values map to a singl®VC End Point in the End Point Mapnd
the OVC associating that OVC &iRPoint is not a RooteMultipoint OVC, the End Point Map is
said to have Bundlingnd the OVC is said to be Bundlé&ee Sectio7.2.6for the definition of
RootedMultipoint OVC.) Note that these definitions are onlyaernt at an ENNI.When the
End Point Map has Bundlingny OVC(that is not a RooteMultipoint OVC) that associates an
OVC End Point for which the bundling applies has to hawL8N ID Preservation = Yes,
cannot have Hairpin Switching (see SectioR.2, andcanonly associate OVC End Points that
are at two ENNIs. fie following requirementdetail these pneerties

[R22] A Bundled OVCMUST associate exactly two OVC End Points.

When there is Bundling, it is possible that frames origiddty more than one Subscriber will be
carried by the OVC and thus there may be duplicate MAC addresses being used by miktiple Su
scribers. To avoid the problems in the Operator MEN that can result from this duplication, MAC
Address learning can be disadblen the OVC. However, disabling MAC Address learning can
lead to poor efficiency when the OVC associates OVC End Points at more than two ENNIs. This
is the motivation fofR22]. Future phases of this spication may relafR22].

[R23] A BundledOVC MUST have its SVLAN ID Preservationattributeset to Yes.
(See Sectiof@.2.13)

Note that{R23] and[R47] mean thaa Bundled OVCcanas®ciate at most one OVC End Point
at anENNI.

[R24] A BundledOVC MUST have its CEVLAN ID Preservation attribute set to Yes.
(See Setion 7.2.11)

[R25] A Bundled OVC MUST have its CEVLAN CoS Preservation attribute set to
Yes. (See Section.2.12)

[R26] EachOVC End Point associated hyBundledOVC MUST be at an ENNI.

[R27] Each End Point Map at tHeNNIs where there is an OVC End Point associated
by a BundledOVC MUST map the same list of-8LAN ID values to the OVC
End Point asociated by th8undledOVC.

As an example dR27], consider the End Point Map showrFigure7. SVLAN ID values 158

and 166 both map to the OVC End Pofiisotham CentraExchange 12224 If the OVC a-
sociating this OVC End Point also associates an OVC End Point at aedthdy c alel it
tropolis East Exchange @83 28, ” t hen t he EnHNNPnwust map eMetly a't
158 and 166 t6Metropolis East Echange(08-1328"
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7.1.8 Maximum Number of OVCs

The Maximum Number of OVCs provides an upper bound on the number of OVCs thai-the O
erator will support at thENNI.

7.1.9 Maximum Number of OVC End Points per OVC

The Maximum Numbeiof OVC End Pointper OVCprovides an upper lbmd on the number of
OVC End Pointghat are associated by an Ot the Operator can support at E¢NI.

Note that if the Maximum Number dDVC End Points pe©VC is one, then hairpin swihing
cannot be supported at tB&NI. See Sectioi.2.3

7.2 OVC Service Attributes

7.2.1 OVC End Points

In the same way that an EVC defines an association of @NIVCis an assciation ofOVC
End Poins. An OVC End Pointrepreserdthe logical attachment @n OVCto an Externaln-
terface (a UNor ENNI in the context of this dagnent) At eachExternal hterface theremust
bea way to map eactiameto at most on®©VC End Point Sections/.1.7and7.4 describe the
mapping method for aBNNI and a UNIrespectively

[R28] A givenOVC MUST associatet most oneOVC End Pointat agiven UNI.
[O1] A givenOVC MAY associatenore than on®©VC End Pointat agivenENNI.

[R29] If an egress framenapped to ait©®VC End Pointreallts from an ingress frame
mapped to m OVC End Point thee MUST be an OVCthat associates thao
OVC End Poins. And, thetwo OVC End Poins MUST be different from each
other.

[R29] means that, at a givédeNNI, an ingres&€NNI Frame mapped to@VC End Point canot
result in an egredSNNI Frameat the giverENNI that isalso mapped to th&@VC End Point

[R30] At least one of th©VC End Poins associated by a@VC MUST be at arENNI.

Note that ifan OVCwas allowed to associaEnd Poing that were only at UNIs, thehe OVC
would not be distiguishable from an EVC as defined in MEE.2[5].

7.2.2 OVC End Point Roles and Forwarding Constraints
An OVC End Point has one of three possiBoles; Root, Leaf, or Trunk.

[R31] The OVC End Point Role of anM@ End Point at a UNMUST have the value
either Root or Leaf
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[R32] The OVC End Point Role of an OVC End Point at an ENNUST have the vh
ue Root, Trunk, or Leaf.

Note that the OVC End Role will always have the value Root when the associating @¥C is
of thetype RooteeMultipoint. See Sectioid.2.6for the definition of OVC Type.

For ease ofxposition:
1 An OVC End Point with the role of Root is called a Root OVC End Point,
1 An OVC End Point with the role of Leaf is called a LeAf@End Point, and
1 An OVC End Point with the role of Trunk is called a Trunk OVC End Point.

The following requirements constrain the forwarding behavior of an OVC based on the roles of
the OVC End Points associated by the O\{8ee Setion 7.3.2 for the definition of Root S
VLAN ID value and Leaf SYLAN ID value.)

[R33] An egresdrame at an El that is mapped to a Root OVC End RMIST be the
result of an ingress frame at an EIl that was mapped to a Root, Trunk, or Leaf
OVC End Point.

[R34] An egress frame at an El that is mapped to a Leaf OVC End FIST be the
result of an ingress frame at an El that was mapp@dRoot OVC End Poinbr
mapped to a Trunk OVC End Point via the Roa&fISAN ID value.

[R35] An egress frame at an El thatmappel to a Trunk OVC End PoilUST con-
tain the Root S/LAN ID value when it is the result of an ingress frame at an El
that was mapped to a Root OVC End Point or mapped to a Trunk OVC End Point
via the Root S/LAN ID value.

[R36] An egress frame at an El thatmgpped to a Trunk OVC End PoiMUST con-
tain the Leaf S/LAN ID value when it is the result of an ingress frame at an El
that was mapped to a Leaf OVC End Point or mapped to a Trunk OVC End Point
via the Leaf SVLAN ID value.

These forwarding requirementeaummarized iffable4.
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IngressOVC End Point Role
Root | Leaf Trunk Trunk
(Leaf SVID) | (Root SVID)
Root R R R R
Q Leaf R | A A R
O£ Trunk X X
28 |(eafsvip) | A | R R A
Q5 Q@
o c O Trunk R A A R
W W @ | (Root SVID)

Table 47 Allowed Connectivity Between OVC End Point Roles

By correct use of OVC End Point Roles anVISAN ID values, each Operator MEN can dete
mine for each ingress frame that it receives whether the frame is the result of an ingriess Se
Frame at a Root UNI or a Leaf UNI. This information is necessary to implement a Rooted
Multipoint EVC that spans multiple Operator MEN&ection11 contains examples of thesu

port of RooteeMultipoint EVCs.

When doing MAC address learning it is useful to do shared VLAN learmimg means that the
source address of an ingress ENNI Frame mapped to a Trunk OVC End Point should be learned
for both the Root &/LAN ID value and the Leaf &/LAN ID value.See Amex F of IEEE Std
802.1Q2011[21] for information on shared VLANearning, and specifically F.1.3.2 for Reo
ed-Multipoint.

7.2.3 Hairpin Switching

Hairpin Switching occurs when an ingres§ &gedENNI Frame at a give&NNI resultsin an
egress STaggedENNI Frame with a different-&/LAN ID value at the giverENNI. This beha-
ior is possible when an OVC associates two or more OVC End Points at &nSectiors
10.4and10.6show exampleof the use of Hairpin Switching.

Note that this configurationf OVC End Pointss allowed by[O1]. Also note thafR28] pre-
cludes Hairpin Switching at a UNI.

Improper use of Hairpi Switching can result in a data loop between two Operator MENs at a
singleENNI. Section10.5shows an example of how this can happen. It is up to the Seraee Pr
vider and Operators to ensure that such loops do not occurmAtgd methods for detecting
and/or preveting such loops are beyond the scope of this document.

7.2.4 OVC Service Attributes

The OVC Service Attribute are summarized ihable5 and described in detail in thellimwving
subsections.

| Attribute Name | Summary Description | Possible Vdues |
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Attribute Name

Summary Description

Possible Vadues

OVC Identfier

An identifier for theOVC intended for managemer
purposes

A string that is unique
acrosghe Operator
MEN

OVC Type

An indication of the numbeand rolef theOVC
End Points assaated ly the OVC.

Pointto-Point, Mul-
tipoint-to-Multipoint,
or RootedMultipoint

OVC End Point
List

A list of OVC End Pointassociated by the OVC
and the OVC End Point Role of ea®vC End
Point assciated by the OVC

A list of <OVC End
Point Identfier, OVC
End Point Role> pairs

Maximum Num-
ber of UNI OVC

The bound on the number of OVC End Points ft
ferent UNIs that can bas®ciated bythe OVC

An integer greater
than or equal to0

Color Forwad-
ing

ENNI Frame and the Color of the corresponding
ingress ENNI Frame or 8dace Frame

End Points
Maximum Num- | The bound on the number O C End Poins at An integer greater
berENNI OVC | ENNIs that can bassociated bihe OVC than or equal to“l
End Points
OVC Maximum | The maximum length in bytes allowed in a frame| An integer nunber of
Transmission mapped to thanOVC End Point that is assmted | bytes greater than or
Unit Size by the OVC equal to 1526
CE-VLAN ID A relationship between the format and certain fiel Yes or No
Preservation values of the frame at one External Interface and

format and certain field values of the correspogd

frame at another External Interface that allows th

CE-VLAN ID valueof the UNI Service Frame to b

derived from the ENNI Frame and vice versa
CE-VLAN CoS | A relationship between the format and certain fie| Yes or No
Preservation values of the framat one External Interface and tl

format and certain field values of the correspondi

frame at another External Interface that allows th

CE-VLAN CosS value of the UNI Service Frame tq

be derived from the ENNI Frame and vice versa
S-VLAN ID A relationship between the 8LAN ID valueofa | Yes or No
Pre®rvation frame at ond&ENNI and the SYLAN ID valueof the

corresponding frame at anotieNNI
S-VLAN CoS A relationship between the 8_LAN PCP valueof a | Yes or No
Preservation frame at ondENNI and the SYLAN PCP valueof

the corresponding frame atatherENNI

The relationship between the Color of an egress | Yes or No

Service Level
Specification

Frame delivery performance definitions and abje

tives for frames between Externatérfaces

See Setion 7.2.16

4 Note that if the "Maximum Number of UNI OVC End Points" plus the "Maximum Number ENNI OVC End
Points" is less than 2, then the OVC is not capable of conveying frames across the Operator MEN.
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Attribute Name | Summary Description Possible Vadues
Unicast Service | This attribute describes how ingress framegpped | Deliver Uncondition-
Frame Delery | toan OVC End Point with a unicagéestination ally or Deliver Cond

MAC address are delivered to the other External | tionally
Interfaces with OVC End Points assated by the
ovC

Multicast Se- This attribute describes how ingress framegpped | Deliver Uncondition-
vice Frame [@- | toan O/C End Point with a multicast destination | ally or Deliver Cond
livery MAC address are delivered to the other External | tionally

Interfaces with OVC End Points assated by the
ovC

Broadcast Se This attribute describes hangress framemapped | Deliver Unconditian-
vice Frame [@- | toan OVC End Point with the broadcast destinati ally or Deliver Condgt

livery MAC address are delivered to the other External| tionally
Interfaces with OVC End Points assated by the
ovC
Layer 2 Control | The Layer 2 Control Protocols that arertaledby | A list on Layer 2 Cao-
Protocol Tunnk | the OVC trol Probcols
ing

Table 57 OVC Service Attributes
7.2.5 OVC ldentifier

The OVC Identifier is a string administered by tf@peratorthat is used to identifan OVC
within the OperatoMEN. It is intended for management and control purposesOM& Ideni-
fier is not carried in any field in thENNI Frame.

[R37] The OVC Identifier MUST be unique among all such identifiers fOWCs sip-
ported by the Opetor MEN.

[R38] TheOVC IdentifierMUST contain no more than 45 bytes.

Note that the EVC Identifier described in MEB.2[5] is known to the Subscriber andr@ee
Provider. The degree to which tB&/C Identifieris made known to the Operatdssup to the
Service Povider.

7.2.6 OVC Type
There are three types of OVC: PeintPoint, Multipointto-Multipoint, and RooteeMultipoint.

An OVC that caronly associate two or morRoot OVC End Points is defined to have OVC
Type of Mulipoint-to-Multipoint.

An OVC that associates exactly tvirpot OVC End Points is defined to have OVC Type of
Pointto-Point, and can be considered a special case of thepilial:to-Multipoint OVC Type
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Note that a Multipointo-Multipoint OVC that associates tweootOVC End Bints differs from
a Pointto-Point OVC in that additiondRootOVC End Points can be added to the OVC.

An OVC thatcan associatat least one Leaf or Trunk OVC End Point is defined to have OVC
Type of RooteeMultipoint. Note that an OVC that associatedyolneaf OVC End Points is not
useful since it cannot forward frames between External Interfaces. See Sezibn

The distinction between a Poitd-Point OVC or Multipointto-Multipoint OVC and a Rootk
Multipoint OVC with anly Root OVC End Points is that a Leaf or Trunk OVC End Point can be
added to such a Rootddultipoint OVC.

Note that because an OVC can associate more than one OVC End Point at EBNiMiethe
type of an OVC is not determined by the numbeExiernall nterfaces supported by the OVC.

7.2.7 OVC End Point List

The OVC End PointList is a list ofpairs of the form <OVC Point Identifier, OVC End Point
Role>.Note that when the OVC type is not Roofddltipoint, the list can be simplified to a list
of OVC End Pant Identifiers since the OVC End Role is always Raddie list contains ongem
for eachOVC End Pointassociated by th@VC. Section7.3.1describeOVC End Pointldent-
fier. Section7.2.2describes the OVC End Point Role.

7.2.8 Maximum Number of UNI OVC End Points

The Maximum Number of UNDVC End Poins is theupperbound on the number @VC End
Pointsthat areat differentUNIsthat can bassociated bgn OVC

7.2.9 Maximum Number of ENNI OVC End Points

The Maximum Number oENNI OVC End Poins is theupperbound on the number @VC
End Poins that are at aBNNI that can bessociated bgn OVC

7.2.10 OVC Maximum Transmission Unit Size

The OVC Maximum Transmission Unit Size specifies the maximum lefigtime in bytes &
lowed on theDVC.

[R39] TheOVC Maximum Transmission Unit SiZdUST beat leastl526bytes.
[D2] TheOVC Maximum Transmission Unit SiZZHOULD beat least 2000 bytes.

[R40] When anENNI Frameor a Servicerameis larger than th©VC MTU Size for
the OVC assoaiting the OVC End Poirtb which it is mappedhe receiving @-
eratorfor this frameMUST discard it and theoperationof a Bandwidth Profile
if any, that applies to thifameis not defined.
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The undefined operation of the Bandwidth Profile referred {®40] meanghatframediscad-
ed because it is larger than the OVC MTU Size can result in either a change or no change in the
state of thdBandwidth Profilealgorithm.

[R41] The OVC Maximum Transmission Unit SiZ@lUST be lesstian or equal tdhe
MTU Size of eactexternal Interfacevherean OVCENd Point exist$hat is ass-
ciated by the OVC

The MTU is part of several attribute specifications. For example, BENNI, and OVC will
have MTU attributes. Please referSection9 for global MTU requirements.

7.2.11 CE-VLAN ID Preservation

CE-VLAN ID Preservation describes a relationship between the foamétcertain field values
of the frame at one External Interface and the foramat certairfield valuesof the correspaah
ing frame at another External Interface. This relationship allows th¥IG¥N ID valueof the
UNI Service Frame to be derived from tB&NI Frameand vice versaOVC CEVLAN ID
Preservation is used to achieve EVC-CEAN ID Preservation that is a key property of the
EPL and EFLAN Service Typespecified in MEF 6.19]. See Section$0.3and10.4for exam-
ples of its use.

[R42] Whenan OVChas theCE-VLAN ID Preservation attributevith a value of Yes
and all of the UNIsvith an OVCENd Point associated by tk#/C are such that
all CE-VLAN IDs map to theOVC End Point(see Sectior7.5.9, thenthe reh-
tionship between thiormat of the frame at the ingresgtérnal Interface and the
corresponding frame at the egress External InteffAUST be as specified in
Table6.
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Ingress In- Ingress Egress h-
terface ;r:tme For- terface Egress Fame Format
UNI Untagged UNI Untagged
UNI Untagged ENNI S-Tag only
g C-Tagged with VLAN IDvalue equal tehat of
UNI C-Tagged UNI ingress Service Frans the UNI
S-TagandC-Tagwith the VLAN ID valuein the
UNI C-Tagged ENNI C-Tagequal to the/LAN I D value in theC-Tag
atthe UNI
- C-Tagged witithe VLAN ID value of theC-Tag
ENNI TS;ag and € | equal tothat ofthe VLAN ID value in theC-Tag
g of theingressframe athe ENNI
ENNI S-Tag only UNI Untagged
- S-TagandC-Tagwith the VLAN ID valuein the
ENNI _?—;’ag and € | e C-Tagequal to th&/LAN ID value in the €Tag
g attheingressENNI.
ENNI S-Tag only ENNI S-Tag only

Table 67 OVC CE-VLAN ID Preservation when All CE-VLAN IDs
Map to the OVC at all of the UNIs Associated by the OVC

[R43] Whenan OVChas the CEVLAN ID Preservation attributevith a value of Yes

and not all of the UNIsvith an OVCENd Point associated by tk®/C are such
that all CEVLAN IDs map to theOVC End Point(see Sectiof@.5.2), then the e-

lationships between the format of the frame at the ingress External Interface and
the corresponding frame at the egress External InteM&at8T be as specified in

Table7.
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Ingress Ingress Frame Fomat Egress h- Egress Frame Fomat
| nterface terface
C-Taggedwith VLAN ID C-Tagged with VLAN IDvalue equal
UNI val ue i n t heUNI to that oftheingress Service Fransd
4094 the UNI
C-Taggedwith VLAN ID S-TagandC-Tagwith the VLAN ID
UNI val ue i n t heENNI valuein the C-Tagequal to the/LAN
4094 ID value in theC-Tagatthe UNI
\S;J :ﬂ ?Bd\/c;z:%r\:v&he c Tagged witithe VLAN ID value of
ENNI . UNI the C-Tagequal tothat ofthe C-Tagof
Tag in the r theingressframe athe ENNI
4094
S-TagandC-Tagwith S-TagandC-Tagwith the VLAN ID
ENNI VLAN ID value in the G ENNI valuein the C-Tagequal to the/LAN
Tag in the r ID value in the CTagattheingress
4094 ENNI.

Table 77 OVC CE-VLAN ID Preservation when not All CE-VLAN IDs Map to the OVC at

all of the UNIs Associated bythe OVC

[R44] Whenan OVChas the CEVLAN ID Preservation attributevith a valie of Yes
andnoneof the End Pointsassociated by th@VC areat UNIs then the relatio-
ships between the format of the frame at the ingedds| and the coesponding
frame at the egre€aNINI MUST be as specified ifiable8.

Ingress Frame
Format

Egress Frame Fomat

S-Tag and CTag

S andC-TagwiththeVLAN ID valuein the C-Tagequal to thé/LAN ID
value in the ETagattheingressENNI.

S-Tag only

S-Tag only

Table 817 OVC CE-VLAN ID Preservation when none of theOVC End Points are at UNIs

Note that when a Service Fransedelivered from a UNI in on®perator MENto a UNI in an-
other Operator MENvia an EVC supported btwo or moreOVCs with all OVCs havingCE-
VLAN ID Preservationattribute = Yesthen the Service Frame will have MEAN ID Prese-
vation as defined in Sdoh 6.6.1 inMEF 10.2[5]. Thus, the EVC that associates these two
UNIs will have the CEVLAN ID Preservation Service Attribute Yesas defined in Section
6.6.1 in[5]. Also note that CE_VLAN ID Reservation as defined in Section 6.6.1NHEF 10.2

[5] only goplies to taggedbervice Frames when there is not All to One Bundling at the UNI and
thusTable7 does not include the cases for untaggediSe Frames at the UNSee Table 2 and
Table 3 in Section 6.6.1 d¥IEF 10.2[5]. Section10 shows some examples of the use of CE
VLAN ID Preservation in the construction of Ethernet Services.
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7.2.12 CE-VLAN CoS Preservation

CE-VLAN CoS Preservation describes a relationship between the famdatertain field values
of the frame at one External Interface and the foramat certain field valuesf the correspah

ing frame at another External Interface. Tiaktionship allows the GEFLAN CoS valueof the
UNI Service Frame to be derived from tB&INI Frameand vice versaOVC CEVLAN CoS
Presevation is used to achieve EVC SH.AN CoS Preservation that is a key property of the
EPL and EFLAN Service Typespecified in MEF6.1[9] See Section$0.3and10.4for exam-
ples of its use.

[R45] Whenan OVChas the CEVLAN CoS Preservation attributeith a value of Yes
the relationship beveen the format of the frame at the ingress External Interface
and the corresponding frame at the egress External Intevfal&l be as spec

fied in Table9.
Ingress
Ingress In- | £ ome For- | E9ress h- Egress Frame Fomat
terface mat terface
UNI C-Tagged UNI C-Ta}gged withPCPvalueequal tathat of ingress
Savice Frame
g S-Tagand GTagwith the PCPvaluein theC-Tag
UNI C-Tagged ENNI equal to thd?CPvaluein theC-Tagatthe UNI
ENNI STagand € UNI C-Tagged withthe PCPvalueof thetagequal to
Tag that ofthe C-Tagof the ingressframe athe ENNI
STag and € S-Tagand GTagwith the PCPvaluein theC-Tag
ENNI Ta 9 ENNI equal to thd>CPvaluein theC-Tag of the ingress
9 frame at therigressENNI

Table 917 OVC CE-VLAN CoS Presavation

Note that when a Service Frame is delivered from a UNI in@perator MENto a UNI in an-
other Operator MENvia two or moreOVCs with CEVLAN CoS Preservation, then the EVC
that associates these two UNIs willveathe CEVLAN CoS Preservation Servicetthibute as
defined in Section 6.6.2 {B].

7.2.13 S-VLAN ID Preservation

S-VLAN ID Preservation describes a relationship between th&. AN ID valueof a frame at
oneENNI and the SYLAN ID valueof the corresponding frame at anotENNI supported by
the Operator MENvhere each ENNI has an OVC End Point that is associated by the ThéC
possible values of the-8LAN ID Preservation attribute are Yeax No.

[R46] Whenan OVChas the S/LAN ID Presevation attributewith a value of Yesan
egres€ENNI Frameat anENNI resulting from an ingredSNNI Frameat adiffer-
entENNI MUST have an S/LAN ID valueidentical to the S/LAN ID valueof

the ingres&€NNI Frame
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[R47] Whenan OVChas the S/LAN ID Preservaion attributewith a value of Yes, it
MUST associat@at most on€®OVC EndPoint bcated at a giveBENNI.

[R48] Whenan OVChas the S/LAN ID Preservation attribute with a value of No, an
egresENNI Framemapped tean OVCENd Point resulting from an ingreg\-
NI Framemapped ta differentOVC End PointMUST have an S/LAN ID val-
ue that has a or®-one association with the-\B8LAN ID of the ingress service
frame.

Note that the S/LAN ID Preservation attribute does not appdyframes exchangecetween an
ENNI anda UNI.

7.2.14 S-VLAN CoS Preservation

SVLAN CoSPreservation describes a relationship between #ie/AN PCP value of a frame
at one ENNI and the-SLAN ID of the corresponding frame at another ENNpgorted by the
Operator MENwhere each ENNI has an OVC EndifRdhat is associated by the OVC. Thespo
sible values of the-§¥LAN CoSPreservation attribute are Yes or No.

[R49] When an OVC has the-8LAN CoS Preservatiomttributewith a value of Yes,
an egress ENNI Frame at an ENNI resulting from an ingress ENNI Friaandf-a
ferent ENNIMUST have an S/LAN PCP value identical to the-8BLAN PCP
value of the ingress ENNI Frame

Note that when the-SLAN PCP is used to indicate the color for an ENNI Frame, [B&5]
and[R86], it could be undesirable to haveVRAN CoS Presevation = Yesbecause an ingress
ENNI Frame marked Green couldverbe marked Yellow on egresan attribute that preserves
Class of Service indicatioretwveen ENNIs while allowing for changirtge color marking using
the STag PCP may beddressed in a future phase of this document.

7.2.15 Color Forwarding

Color Forwarding describes the relationship between the color on an ingress frame inpe the O
erator Network and the color of the resulting egifesiNl Frame. When Color Forwding is
Yes,theOVCcannot “promote” a f Pramoéngé framefrodMalowm o w
to Green could have amdesired impact on the EVC performance. The newly promoted Green
framesare now competing with equal rightsr resources as frames markere€nat the ingress
UNI. For this reasorthis attribute is useful to prevethis behavior.

[R50] When the Color Forwarding attribute ¥es for an OVG each egres&NNI
Frame mapped tan OVCENd Point that isassociated byhe OVC MUST be
marked Yellow using one of the formats specified in Secti@3if the core-
sponding ingress frame into the OperattiEN satisfied one or more of thelfo
lowing:
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[02]

The corresponding ingress frame was a Service Fthatewas declared
Yellow by an Ingress Bandwidth Profiénd the Service Frame was mapped
to an OVC End Point at the UNhat is associated by the OYC

The corresponding ingress frame was a Service Frame with a frame header
indicating Yellow as specifieth MEF 231 [10] and the Service Frame was
mapped to an OVC End Point at the UNI thatssoaiated by the OVC,

The corresponding ingress frame wasEMNI Frame that was declared
Yellow by an Ingress Bandwidth ProfiEnd theENNI Frame was mapped
to an OVC End Point at the ENNI that is associated by the,OVC

The corresponding ingress frame wasENNI Framewith a frame header
indicatingYellow using one of the formats specified in Secfiod.3ard the
ENNI Frame was mapped to an OVC End Point at the ENNI that isiassoc
ated by the OVC.

When the Color Forwarding attribute is No, the Color markingadth egress
ENNI Frame mapped tan OVCENd Point that imssociated bthe OVC MAY

be related to th€olor of the corresponding ingress frame into the Operatbr Ne
work in any way.

Note that this attribute does not describe Color marking of an egress Service Frame akea UNI b
cause a method for such marking is not specifiedBf 231 [10].

7.2.16 Service Level Specification

The OVC Related Performance Service Attributes specifyfthene delivery performancdse-
tween External Interfaces (EBight performancametricsaredetailedin this specification

1. Oneway Frame Delay,

2. Oneway Flame Delay Range,

3. Oneway Mean Frame Delay,

a &

Inter-Frame Delay Variation,

Oneway Frame Loss Ratio,

6. Oneway Avalilability,

7. Oneway High Loss Intervals, and

8. Oneway Consecutive High Loss Intervals.
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These are similar to the performance attributes for an EVGrided in MEF 10.45] and MEF
10.2.122] but more general because both the UNI and ENNI are covered in thinilaic

These Performance Service Attributes describe the performance experiencedsbyibe Ry-
vider who is the user of the OVC. Methods for the Operator and the Service Provider to monitor
the OVC performance to estimate this user experience are beyond the scope of this document.

An SLS can specify objectives for all or any subsehef®VC Performance Service Ahuies.

[R51] If an SLS contains aobjectivefor a given OVC Related Performance Servide A
tribute, then the SL®IUST specify the related parameters for that otje.

OVC RelatedPerformanceService Attributes with the exceptio of Availability®, apply to
“Qualified” Sé&Ruiact ENNFRanhésealled Qualdied Frames.

[R52] An SLS MUST define Qualified Frames as followsr a given ordered pair of
OVC End Points &j>, a given time interval Tand a given Class of Sace Iden-
tifier:

1. Each frameéVIUST ingress at the El where OVC End Pdiig located.

2. Each frameMUST map to OVC End Pointvia the End Point Map. (See Section
7.1.7for the descriptions of the End Point Map at the ENNI andi@e¢.5.2for
the description of the OVC End Point Map at the UNI.)

3. The first bit of each framMUST arrive at the ingress EI within the time interval
T, and within a time intervaDt smaller tharT that ras been designated as part of
Available time (see Sectioh2.16.4),

4. EachframeMUST have thegivenClass of Service Identifier,

5. Each ingresframethat is subject to an ingress Bandwidth Prdfl&ST have an
Ingress BandwidtiProfile compliance of Greemnd

6. Each ingress frame that is not subject to an ingress Bandwidth RvAfi&T
meet one of the following two conditions:

9 The frame has no color identiffeior

1 The frame has a color identifier that indicates Green per the wwlation
requirements of MEF 23[10].

Suchframesarereferred to aQualified Frames.

5 Availability is used to define Qualified &mes via item 3 in the list.

6 When there is no color identifier, this bullet means that the Service Frame is treated as if it were declared Green.
An example is the use of the H Label as defined in ME[A.@Bwhere a color idntifier is not specified perable 2

of [10] .

MEF 26.1 © The MEF Forum 2012 Any reproduction of this document, or any portion theref, shall cantain the Page30

following statement: "Reproduced with permission of theMEF Forum." No user of this document is
authorized to modify any of the information contained herein.




MEF External Network Network Interface (ENNI) i Phase2

Recall that both OVC End Points in the ordered pair can be located at the same ENBIL]See
and Setion 7.2.3

The assessment of all performanceilatites needs taccount for unexpecteatrival phenanena,
such as frame duplication, or frames arriving in a different order from that observegress)
andthe presence dhese phnomenaalonedo notnecessally exclude aframefrom the set of
Qualified FramesDetails on how to monitor performance in the face of unexpected arrigal ph
nomena are beyond the scope of this document.

7.2.16.1 One-way Frame Delay Performance for an OVC

This section defines three performamdtibutes: the Onevay Frame Delay Performance a1
sponding to a percentile of the distribution, the @@y Mean Frame Delay, and the Gmay
Frame Delay Range.

The Oneway Frame delay for a frame that ingresses atBd results in a frame that egses at
El> is defined as the time elapsed from the reception of the first bit ahgjness framet Eh

until the transmission of the last bit of thest corresponding egress fraraeEl.. If the frame is
erroneously duplicated in the Operator MEN angltiple copies delivered to Elthe delay is
based on the first such copy delivered.

Note that this definition o®neway Frame Delay for &rameis the oneway’ delay thatncludes
the delays encountered as a result of transmission across the inglteggres¥ls as well as
that ntroduced by th®peratorMEN.

Note that when the path between two UNIs crosses one or more ENNIs, the UNI to UNI One
way Frame [Blay, as defined in MEF 10.2 does not equal the sum of thew@ge-rame Delay
between each paaf Els. This is because the sum will double count the time to transmit a frame
across each ENNI. To see this, note that the definition of d&€laybetween a UNI and an\e

NI on single Operator MEN can be expressedlas=d, +d. +d,, were d, is the time to

transmit the frame across the UNI; is the time to transmit the frame across the ENNI, éyd

is the queuing and transmission delay introduced by the Operathit M&wv consider the case
where Operator MEN 1 and Operator MEN 2 are connected via an ENNI to affect aneEVC b
tween two UNIs, one on each Operator MEN. The delay between the UNIs is

d,, +d,, +d; +d,,+d,,. But

D01+D02 :dU1+dM1+dU2+dM2+2dE s dUl+dM1+dE +dM2+dU2'

Adding the two OVQdelays overstates the UNI to UNI delay by .

7 Oneway delay is difficult to measure and therefore one way delay may be approximated from two wag-measur
ments. However these techniques are beyond the scope of this document.
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This effect will need to be taken into account when deriving the UNI to UNI delay parice
from the delay performance of each Operator MEN in the path of the frame. Tiviatideris
beyond the scope of this document.

[R53] For a givennonempty set obrdered pas of OVC End Points, a time interval

and a given Class of Servitgentifier, the SLVUST define ech Frame Delay
Performance ntec as follows:

Let theOVC End Points associatdxyy the OVC be numbered from 1 tm. And
let S be anonemptysubset of the ordergzhirs of OVC End Points associated by

theOVC. ThatisS1 {(i,j)|i=1..m, j=1..mi, j}S,6 A.

Let d,\" represent theP, -Percentile of onevay dely for all Qualified Frames

delivered tathe egress Evhere OVC End Pointis locatedresulting from anni-
gressframe atthe H where OVC End Point is located If there are no such

egresdrames, therd.:/ = Undefined.

Then the Onaevay Frame Delay Performance meth¢UST be defined as the
maximum value of all of thelefinedvaluesdy’ for (i, j)i S, unless alid;”
are Undefined in which case the performance is Undefined.

Let di? =d® - gt qiti) represents thé® -Percentile of th@neway delay

Tr min
for all Qualified Frames delivered tthe egress Ewhere OVC End Pointis lo-

catedresulting from anngressframe athe H where OVC End Poin is located
df;;? is the minmum of the oneway delay for all Qualified Frames delivered to
the B where OVC End Pointis locatedresulting from anngressframe athe H
where OVC End Point is located If there are no such eg®frames, then

di = Undefined.

Then the Onavay Frame Delay Range Performance maé#tidST be dfined as
the maximum value of all of theefinedvalues of(TT“R’j> for (i, j)i S, unless all

Jﬁ;’” are Undefined in which case the performance is Undefined.

Let /_7;5“” represent the arithmetic mean of emay delay for all Qualified
Frames delivered tthe B where OVC End Point is locatedresulting from an
ingressframe atthe EI where OVC End Point is located If there are no such

egressrames, theri?"? = Undefined.
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1 Then the Onavay Mean Frame Delay Performance meMidST be defined as
the maximum value of all of théefinedvalues 74" for (i, j)i S, unless all

m' are Undefined in which case the performance isefimed.

To restate the Frame Delay definition mathematically, leQ¥€ End Points associated the

OVC be numbered from 1 tm and let D§”> be the set of oneway Frame Blay values for all
Qualified Frames ahe B where OVC End Pointis locatedresuting from an ingres§rame at

the B where OVC End Poiritis located D{"” can be gpressed a®."// :{d1<i'j>,déi'”,...,d“"'> }

Ny

whered,"" is the oneway Frame Blay of thek™ frame. Defined::” for P, >0 as

fd|P ¢——9-aJQLdﬁ”ﬁw N
[ (i,j) k=
Undefined otherwise

min 21

(i)

€
i 1
dT<dJ> I
1
i

where I (¢, ) is an indicator function defined by

elif d 2 d,
,OotherW|se

1(d,d)* |

JT%'” is the minimal delay during the time interfathat P, percent of the frames do nat-e
ceed.

Then aOne-way Frame Delay Performance metric for@viC can be expressed as

— max{d | j I SandwhereN< >>O} .
drs = IUndeflned whenall N ; =0forall (i, j)i S

The Oneway Frame Delay attribute permits specification of multiple valueRfor(Po, P1, P2,

..) and corresponding objectived (", d,"', d,/,  ..) .

Another parameter is thebyective for the difference between the deRypercentile delay and

gl = mln{dl D" >} , expressed as

min

? di)if N, >0
TR
IUndeflned if N< h= =0
where
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i Undefined otherW|se
Then aOne-way Frame Delay Range Performance metric fo®"C can be gpressed as

- _f?max{d (i, )i S andwhereN >>O} .
TS IUndefmed Whenall N, =0forall(i, j)i s

Another Oneway Frame Delay attribute is the arithmetic meaquSf”, which can bexgpressed
as

iy >0

=0

__)(-D
‘H
/\Z
Q_‘C/
N —
==
=

—_—>
C
a-=
D
=h
=}
D
o
=
Z

(i)~

Then a Onavay Mean Frame Delay Performance metric o0& C can be gpresseds

_ﬁmax{nﬁ" (i,j)I S andwhereN,, J>>O}
Ms IUndeflned whenall N, , =0forall (i, j)i S

The parameters of a Oneay Frame Delay Performance metric are givehahle10.

Parameter Description
T The time interval

S Non-empty sibset of the orderephirs of OVC End Points associatedthg OVC
COS ID ([The Class of Service Identifier

A specific percentildor the Frame Delay Perforance,P, >0

A specific percentile for the Frame Delay Range PerformaRce0
Oneway Frame Delay Performance Objective correspondirg to
Oneway Frame Delay Range Objective corresponding,to
Oneway Mean Fram Delay Performance Objective

|| 2|0 |0

Table 107 One-way Frame Delay Performance Brameters

[R54] GivenT, S, COS ID, P,, and a onavay Frame Delay Performance objecti@e

expressed in time unitan .S MUST define theoneway Frame Delayerfa-
mance objectiveas met over the time interval for the subsef if and only if

d; s ¢d ord; is Undefined
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[R55] GivenT, S, COS ID, P., and a Onevay FrameDelay RangePerformance obge

tive oTR, expressed in time unitapn SLSMUST definethe oneway Frame Delay
RangePerformance objectivas met over the time intervalfor the subses if
and only ifdz s ¢ dg or dyg s is Undefined

[R56] GivenT, S, COS ID, a Oneway Mean Frame Delay Performance objective
expressed in time units, the Frame Delay Perform®id&T be definedby an
SLSas met over the time intervalif and only if 77 ; ¢ /1 or m ¢ is Undsfined.

Recall that fi any of the aboveerformance attributes are Undefined for time intefivand o-
dered pair(i, j>, then the performance for that ordered @io be excluded fromaiculations

on the performance of pairs 3n

[O3] For a Pointto-Point OVC, S MAY include one or both of the ordered pairs of
OVC End Points associated the OVC.

[O4] For a Multipointto-Multipoint OVC, S MAY be anynonemptysubset of the
dered pairs o0©OVC Erd Points associated bbiye OVC.

[R57] For a RootedMultipoint OVC, S MUST be a nonempty subset of the ordered
pairs of OVC End Points associated by the Q8(Ch thatach ordered pair i
contains at least one Root OVC End Point.

7.2.16.2 Inter-Frame Delay Variation Performance for an OVC

Inter-Frame Delay Variation (IFDV) is the difference between thewag delays of a pair of
selectedrames. This definition is borrowed from RFC389&ere IP packet delay variation is
defined.

Let a, be the timeof the arrival of the first bit of thé" frame at the ingres&l, then the two
framesi andj are selected according to the selectioredoih:

{a,-a =Dt and j>i}

Let r, be the time frameis successfully received (last bitthe frame) at the egre&sd, then the
difference in the delays encountered by fraraed framg is given byd; - d; . Define

Dd;; :‘di - dj‘:‘(ri - ai)' (rj } aj):‘(aj'ai)' (rj } ri}

8 C. Demichelis and P. Chiment® Packet Delay Variation Metric for IP Performance Metric (IPPM), RFC 3393,
November 2002.
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With d; being the delay of thg" frame, a positive value fod. - d; implies that the two frames

are closer together at the egr&$svhile a negtive value implies that the two frames are further
apart at the egredd. If either or both frames are lost or not delivered due to,ample, FCS
violation, then the valuédd; is not defined and does not contribute to the et@lo of the Inter

Frame Delay Variation.

Figure9 shows a depiction of the different times that are related to-Frtame Delay Vastion
Performance.
i+l i j+1

Ingress 2 . l l 2 . l

: -

i, S

Egress

A

A

»
L
A

d d

i ]

»
L
\

Figure 97 Inter-Frame Delay Variation Definition

[R58] For a givennonempty set obrdered pas of OVC End Points, a time interval
and a given Class of Servitéentifier, the SLSMUST define thelnter-Frame
Delay Variation Performance metric asldovs:

1 Let theOVC End Points associated bye OVC be numbered from 1 tm. And
let S be anonemptysubset of the ordergahirs of OVC End Points associated by

theOVC. ThatisS1 {(i,j)|i=1...m, j=1..mi, j}S, A,

1 Let D(-fT“'j> be the P, -percentile of the absolute value of the difference between

the Frame Delays of all Qualified Frame pairs whose difference in the arrival
times of the first bit of eacframe in the paiat El wherethe OVC End Point is
locatedwas exactlyDr .

1 If there are no such pairs éfames forOVC End Pointi and OVC End Pointj,
then Dd," =Undefined .

1 Then the InteiFframe Delay Variation Performance metkitJST be the max-
mum of thedefinedvalues Dd,"” for (i, j)i S, unless allDd"! are Undefined
in which case the perfolance is Undefined.

This definition is in agreement with the IP packet delay variation defingieen in RFC3393
where the delay variation is defined as the difference between theaynéelay of two packets

selected according to some selection function and are within a giverairia, T-].
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The choice of the value foD¢ can be related to the application timing information. As an e
ample for voice applications where voice frames are generated at regular intBevatsgy be
chosen to be few multiples of the intBame time.

To restate the definition ntamatically, let theOVC End Points associated biye OVC be
numbered from 1 ton. And letS be anonemptysubset of the ordered pain§ the OVC End
Points asociated byhe OVC. That is

si{iili=1..mj=1...mi, j}s,A.
Let
Vi ={Dd{"Y, Ddj ... D )

be the set oall absolute value of delay variations for all eligible pairs of Qualified Frames from
the H where OVC End Pointis locatedto the H where OVC End Pointis locatedwhere the
difference in the arrival times of the first bit of each Service Frameeahgjnies€l was eactly

Dt . Define

& s
Fmi 100 N 21
=1

|P ¢—a I(d,Dd IJ) if NM
I (i,j) k=t
Undefined otherwise

Dd, " =
T
i
where 1(0Dd) is an indicator function defined by

glif d 2 Dd

I(d,Dd)? ; .
i Ootherwise

Then an InteiFrame Delay Variation Performance metric fortGWC can be gpressed &

of _Fmax{Dd I ) S andwhereN ; ]}
TS TUndeflned whenall N ;, =0forall (i, j)i S

The parameters of an IntEerame Delay Variation performance metric are givehahle11.
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Parameter Description
T Thetime interval
S Non-empty sibset of the orderegghirs of OVC End Points asso@dtbythe OVC
COSID | The Class of Service Identifier
P, Inter-Frame Delay Variation Performance percentite>0
Dt The separ_atio_n between frame pairs for which trt@me Delay Variation dp-
formance is dfined
N Inter-Frame Delay Variation Perfmance Objective

Table 117 Inter-Frame Delay Variation Parameters

[R59] GivenT, S, COS ID, P,, Dt, and dp the InterFrame Delay Variation Penfo
manceobjectiveMUST be deflneoby an SLSas met over the time intervalfor
the subse$ if and only if DdT s € d or Dd s Is Undefined

Recall that fi the InterFrameDelay Variation is Undefined for time intervéland ordered pair
<i, j>, then the performance for that ordered paiexcluded from calculations on the perfo
mance of pairs is.

[O5] For a Pointto-Point OVC, S MAY include one or both of thordered pairef
OVC End Points associated the OVC.

[O6] For a Multipointto-Multipoint OVC, S MAY be anynonemptysubset of the
dered pairs o©OVC End Points associated the OVC.

[R60] For a RooteeMultipoint OVC, S MUST be a norempty subset of the ordere
pairs of OVC End Points associated by the OVC such that each ordered$air in
contains at least one Root OVC End Point.

7.2.16.3 One-way Frame Loss Ratio Performance for an OVC

[R61] For a givennonempty set obrdered pas of OVC End Points, a time interval
and a given Class of Serviclentifier, the SLSMUST define theOneway
Frame Loss Ratio Performance metagfdlows:

1 Let theOVC End Points associated bye OVC be numbered from 1 tm. And
let S be anonemptysubset of the ordered pao§ OVC End Poirg associated by

theOVC. ThatisST {(i,j)|i=1..m, j=1..mi, j}S, A,

1 Let I§”> denote the number of ingre€aialified Frames athe B where OVC

End Pointi is locatedthat should have been deliveredtbhe B where OVC End
Pointj is locatedaccordng to theframe Delivery service athutes (see Sections
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7.2.17 7.2.18 and7.2.19. Eachframe can be a Unicast, Multicast,Broadcast
frame.

1 Let Eﬁi’” be the number of unique (not duplicate) egress frames where each frame
IS the first egress frame at the El where OVC End Homtlocated that results

from a frame counted ij"" .

1 Define FLR{") =

~ T -
tUndefined otherwise

Of

1 Then the Onevay Frame Loss Ratio Performance metd¢JST be defined as
_Fma><{FLR$’j> (i, j)T S andwherel "/ 2 ]}

FLR > R
" {Undefined whenall 11"/ = 0forall i, j)i S

The parameters of@neway Frame Loss Rati®erformance metric are givenTable12.

Parameter Description
T The time interval
S Non-empty sibset of the ordered paics OVC End Points associated the OVC
COS ID | The Class of Service Identifier
L Oneway Frame Loss Ratio Performance objective

Table 127 One-way Frame Loss Ratio Performance Parareters

[R62] GivenT, S, COS ID, anda Oneway Frame Loss Ratio Performance objective, the
Oneway Frame Loss PerformanobjectiveMUST be definedoy an SLSas met

over the time interval for the subse$ if and only if FLR; ; ¢ L or FLR; ¢ is
Undefined

Recall that fithe Oneway Frame Loss Ratio Performance is Undefined for time int@neadd
ordered pair(i, j>, then the performance for that ordered jmato be excluded from calculations

on the peformance of pirs inS.

[O7] For a Pointto-Point OVC, S MAY include one or both of the ordered pairs of
OVC End Points associated the OVC.

[0O8] For a Multipointto-Multipoint OVC, S MAY be anynonemptysubset of the
dered pairs o©OVC End Points associated the OVC.

[R63] For a RooteeMultipoint OVC, S MUST be a norempty subset of the ordered
pairs of OVC End Points associated by the OVC such that each ordered$air in
contains at least one Root OVC End Point.
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7.2.16.4 One-way Availability Performance for an OVC

Availability Performance is the percentage of time within a specified time interval during which
frame loss is small. (The precise definition is presented in the following paragraphs.) &s an e
ample, an Operator can define the availabilityfgrenance to be measured over a thoand the
value for the Availability Performance objective to be 99.9%. In a month with 30 days and no
Maintenance Interval (defined below) this objective will allow the service to be unavailable for
approximately 43 nmutes out of the whole month.

Informally, Availability Performance is based dname loss during a sequence ofrsecutive

small time intervalsWhen the previous sequence was defined as available, if the frame loss is
high for each small time interval in the current sequence, then thétsmainterval at the &

ginning of the current sequence is defined as unavailable; otherwise it is defined as a@ilable.

the other hand, when the previous sequence was defined as unavailable, if frame loss is low for
each small time interval in the e¢ant sequence, then the small time interval at the beginning of
the current sequence is defined as available; otherwise, it is defined as unavElatrmal
definition follows.

For a time interval, and a given Class of Servitgentifier, Availabilty from OVC End Point
to OVC End Poinf is based on the following three parameters:

1 Dt, atime interval much smaller thapn
1 C, aloss ratio threshold which if equaled or exceeded suggestailability,

1 n, the number of consecutive small time interval¥,, over which to assess
availability.

EachDt, inTisdefined to be either “Available” or
A<iyj>(Dtk) where A<”.>(Dtk)=1 means thaDt, is Available andA<i,j>(Dtk): 0 means thaDt,
is Unavailable.

The definition of A<i’j>(Dtk) is based on the frame loss ratio functi(ﬂqiyw(Dtk) which is -

fined as follows.
Let I,g’j> be the number of ingress frames that meet the following conditions:

1 The first bit ofeach framearrives at theEl where OVC End Poinitis locatedwithin
the time intervalDt

1 Eachframeshouldbedelivered tahe H where OVC End Pointis locatedaccording
to theframedelivery service attributes (see Secti@n2.17 7.2.18 and7.2.19. Each
frame can be a Unicast, Multicast,Broadcasframe
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1 Each frame has the given Class of Service Identifier

1 Eachframethat is subject to an ingress Bandwidth Pradfiés an Ingress Bandwith
Profile compliance of Green, and

1 Each frame that is not subjeit an ingress Bandwidth Profile either has no color
identifier or a color identifier that corresponds to Green per the color indicagion r
quirements of MEF 2810]

Let Eg’” be the number of unique (not duplie) egress frames where each frame is the first,
unerrored egress frame at the EI where OVC End Raslocated that results from a frame

counted inl &

Then flr<iyj>(Dt) =

t0otherwise

In the case of a Multipoirio-Multipoint OVC or a RootedMultipoint OVC, the Service Prouk
er and theéDperatorcan agree todfine flr<i'j>(Dt) as

e i glihg .
_jeer o x 0jf (2]
ﬂr<i,j>(Dt)_1§;a |§‘J> o
L Ootherwise
where |~D<ti’j> = IS’D - the number of frames discarded by the Service Provider, in ordento co

form to either theihe rate of the EI where OVC End Pojris located or an egress Bawvidth
Profile (if one is used) at the EI where OVC End Pg¢istlocated. Such frame drops may occur
anywhere in the network, not just near the egres©OBé example of this could behere an
egress Bandwidth Profile is applied on a link within the netwArather example of this could

be where Green frames for this OVC and Class of Setdestifier that should be delered to

the El with OVC End Point exceed the line rate oniak within the network, provided the line
rate of that link is greater than or equal to the line rate of th&&dd traffic engineering priic

ples would suggest dropping such excessive frames as close to the ingress as pbissdle.
justment is meanto account for a focused overload of traffic sent to the EI where OVC End
Pointj is located. The details of such an adjustment are beyond the scope of tihiedibc

Dt, is the first short time interval agreed by Service Providertb@dperator at or after fuing
up the association of OVC End Poirind OVC End Point. A<i’j>(Dtk) is defined inFigure 10

for k=012,....
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Begin

[*Transition to Available if /*Check availability of previous interval*/ {*Tran3|t!0n to Unavallab_le
next n intervals have low if next n intervals have higf
loss*/

loss*/

A 4 A 4

fir, (D, ) 6 C, N\ Vs No fir, ;,(Dt,)>C,

m:k,k+],...,k+n7/ m=k,k+1...k+n-

No Yes

Figure 107 Flowchart Definition of A<i’j>(Dtk)
An alternative way of expressing, ;, (Dt,) for k=0'is

( )_§Oif fir, , (Dt,)>Cforalm=01..n-1
A \Plo) = {1otherwise
and fork =12,... is
T'e'O.if A, (Dt ;) =1andfir,  (Dt,)>Cforallm=k,k+1,...k+n- 1
A5 (Dt )=11if A (Dt ,)=0andflr, ; (Dt,) ¢ Cforallm=k,k+1...k+n-1.
t A (D) otherwise

In the event of a conflidbetween the above equations dfglure 10, the caitent of Figure10is
controlling.

The availability forDt, is based on the frame loss ratio during the simbetval and each of the

following n- 1 short intervals and the availability of the previous short time interval. In other
words, a sliding window of widtmDt is used to define availability. This use of a slidingnwi
dow is simlar to that oI TU-T Y.1563.[23]
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Figurel1 presents an example of the determination of the availability for the small timealste
with a sliding window of 10 small time intervals.

A<i'j>(Dtk)=1 A<i,j>(Dtk)=O A(i,j>(Dtk):l

@ fir,, (o,)>C

0 fir, (o) ec
Figure 117 Example of the Determination ofA<iyj>(Dtk)

The Availability for a particular Class of Service Identifier from OVC End PpiatOVC End

Pointj for a time intervall is based on the percentage of smatitiintervals that are Available.
However, the small time intervals that occur during a Maintenance Interval are not included in
the calculation of this percentage. A Maintenance Interval is a time interval agreed to bi the Se
vice Provider and Operator dig which the service may not perform well or at all. Examples of

a Maintenancerterval include:

1 A time interval during which the Operator may disable the service for network
maintenance such as equipment replacement,

1 A time interval during which the Sepe Provider and Operator may perform joint
fault isolation testing, and

1 A time interval during which the Operator may change service features and making
the changes may disrupt the service.

Figure12 shows an example of the elmaition of short time intervals for a Ma@miance Interval.
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Iy

Maintenance Interval

A 4

Dt
0 < nDt o] < nDt
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
1lafafafalaaTaTafaT1Tolololofololofofololofofolalala[afalala[a[alala[alalalalalalalalalalala[a]
e >l >l » Time
A{i,j)(Dtk):l A(i,j)(Dtk)zo A(i,j)(Dtk)zl
n=10

m fir,(ot,)>C
0 fin, (ox,)ec
x Excluded from Availability calculation fof

Figure 127 Example of the Impact of a Maintenance Inteval

Let W, ={k |Dt, I T andDt, doesnotintersecaMaintenanelnterva} and let\; | represent the

numbe of elements in the s&V, . Then the Availability for a particular Class of Service ldent

fier from OVC End Poini to OVC End Poin{ for a time intervall, expressed as percentage, is
defined by

0 <f 8 A @I >0
10

Ootherwise

_.) —/—m

Note that tle definition of W, means that the boundariesTofind the boundaries of a Magnt
nance Interval do not have to align with the boundary bf,.a A Dt, thatstraddles the bousd

ry between twdl’ s exc¢luded from the definition of Availability Performance for each interval
T. A Dt, thatstraddles the boundary of a Maintenance Interval is also excluded from the defin

tion of Availability Performance.

Let the OVC End Points assotmd by the OVC be numberdg?,...,m and letS be a norempty
subset of the ordered pairs of OVC End Points, i.e.,

si{i,i)li=12..m j=12...mi, j}s,A.
Then the Availability for a paicular Class of Service Identifier for the $as defined by
A =min{Al |(i, j)i s},

The parameters of a OiWay Availability Performance Metric are givenTiable13.
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Parameter Description
T The time interval
S Non-empty subset of the ordered OVC End Point pairs

COS ID | TheClass of Service ldentifier

A time interval much smaller thain

Unavailability frame loss ratio threshold

Number of consecutive small time intervals for assessing auiia
Availability Performanceédbjective expressed as a percentage

)>)DOQ

Table 137 Availability Performance Parameterdor an OVC

[R64] GivenT, S, COS ID, Dt, C, n, and A, the SLSMUST define the Availability
Performance obggive as being met if and only &> 2 A.

[O9] For a Pointto-Point OVC, S MAY include one or both of the ordered pairs of
OVC End Poing associated by the\dC.

[010] For a Multipointto-Multipoint OVC, S MAY be anynonemptysubset of the v
dered pair®f OVC End Pointassociated the \OC.

[R65] For a RooteeMultipoint OVC, S MUST be a norempty subset of the ordered
pairs of OVC End Points associated by the OVC such that each ordered$air in
contains at least one Root OVC End Point.

7.2.16.5 One-way Resiliency Performance for an OVC

This section defines attributes for the Resiliency performance of an ordered pair of OVC End
Points, 4,j>. The definitions depend on the availability status of eBtho determine whether
performance counts towanbjectives. The Resiliency attributes are similar to thend@eins of
Severely Errored Seconds (SES) and Consecutive SBE&ction9 and Annex B (resptvely)

of ITU-T Recommaedation Y.156323], whenDt = 1 second.

Figure13illustrates how the two resiliency attributes, counts of High Lats\tals and counts
of Consecutive High Loss Intervals fit into the hierarchy of time and ottréyuges.
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SLS Interval, T

High Loss Intervals

Consecutive High Loss Non-Consecutive
Intervals High Loss Intervals

Figure 1371 Hierarchy of Time Showing the Resiliency Atributes

A High Loss Interval (HLI) is a small time interval (having the same duration as the intBtval,
defined in Sectior’.2.16.4 with a high frame loss ratio. When sufficient HLIs are adjacent, the
interval is designated a Consecutive High Loss Interval (CHLI). Sec¢tihi6.4defines term
nology for Availability. This section reses thaterminology and defines thelfowing terms:

1 H<i'j>(Dtk) : the high loss state ddt, ,

A equalto 1 Whenflr<i’j>(Dt)>C and A<i'j>(Dtk)=1, equal to O otherwise,
including anyDt, that ntersects a Maintenance Interval

| L<Ti’j>: Count of High Loss Intervals ovér

T L:HLI Count Objective fos, T, and a given Class of 8ce Identifier

=a

p: the minimum integerumber ofDt’ s he ansetutive (sliding) window (with
0 <p <n) to qualify as a CHLI

1 Bﬁi’”: Count ofp or more consecutiviligh Loss Intervals ccurring inT

1 B:CHLI Count Obijective foB, T, and a given Class of Service htiéer
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For every Dt in T that does not intersect a Maintenance Interval, the frame loss ratio and-Avail
bility state dtermine the value oH , ;, (Dt ) , either 1 or 0 as defined above.

[R66] For the SLS, the count of High Loss IntervalseoT MUST be determined by
L' = & Hy ().
Dt T
Note that the counter fdd may be implemented in post processing (e.g., in a Managemgnt Sy
tem), ouside the Network Element that is monitoring the frame loss rate of@ach hiscould
be necessary to correlate wiht® s i n enanceMrtarval (Ml).

When counting CHLI, the threshofdis used similarly to the variablefor the window size in
the Availability attribute, ang < n.

[R67] For the SLS, the Consecwi High Loss Intervals over MUST be determined
according to the flow chart iRigure14.

Begin
|
(L) =0
_ BT - ; [*Counter = 0 at start of*/
k =min{integerd Dt I T}
No _ _
H<i,j>(Dtm) =Lm=k- p +1...k /*p consecutive High Loss
intervals?*/
Yes
H (i) (Dtk_ o ) =] ves [*Existing consecutive run?*
No
B§i’j> = B§i’j> +1 /*Increment counter*/
k=k+1
N l, Y
End «—< Dt | T >—

Figure 141 Determining and Counting Consecutive High Lossntervals overT

Figurel5 shows an example that depicts the HLI and CHLI countinggases.
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DL fe nDt I nDt d

A{ij)(uk) a[a[afafafalafafalalal1[al1[1]2[ofolofofolofololofolofola[afala 2222 a]a[ala1]1]2 »

WHAQJooo1111011101000oooo000000000000000000010000 Time

L$'1> 00012344567788888888888888888888888888899999

i
B§ ) 00000111112222222222222222222222222222222222

n=10,p=3
m fir,, (o,)>C

0 fir, ,(ot,)ec

Figure 157 Example of Counting High Loss Intervals and Casecutive High Loss Intervds

Let the OVC End Points associated by the OVC be numbk2ed,m and letS be a norempty
subset of the ordered pairs of OVC End Points, i.e.,

si{ij)li=12.mj=12..mi, j}s,A.

Then the HLI and CHLI performance attributes for a particular GliaSgrvice Idenfier for the
setS and time interval aredefined by

L5 =maxLi |(i, j)i S} and BS =max{B{" |(i, j)i S].

The parameters of the Ofgay ResiliencyPerformance metr&are given infable14.

Parameter Description
T The time interval
S Non-empty subset of the ordered OVC End Point pairs associated by the

COS ID | The Class of Service Identifier

A time interval much smaller than

Unavailability frame loss ratio threshold

Numberof consecutive small time intervals for assessing CHLI whera
HLI Performance Objective expressed as an integer

Consecutive HLI Performance Objective expressed as an integer

oI o |0 Q

Table 147 ResiliencyPerformance Parameterdor an OVC
[R68] Dt MUST have the same value & in Section7.2.16.4

[R69] C MUST have the same value @sn Section7.2.16.4
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[R70] GivenT, S, COSID, Dt,C,p, L, andB, the SLSMUST define the HLI Perfo
mance objective as being met if and onlyLif ¢ L, and the CHLI Performance

objective as beipmet if and only ifB ¢ B.

[O11] For a Pointto-Point OVC, S MAY include one or both of the ordered pairs of
OVC End Poing associated bthe OVC.

[012] For a Multipointto-Multipoint OVC, S MAY be anynonemptysubset of the
dered pairs 0OVC Erd Pointsassociated the \OC so long as it is ncempty

[R71] For a RooteeMultipoint OVC, S MUST be a norempty subset of the ordered
pairs of OVC End Points associated by the OVC such that each ordered$air in
contains at least one Root OVC End Point.

7.2.17 Unicast Frame Delivery

This attribute describes how ingrésames mapped tan OVCEnNd Pointat an External Inte
facewith a unicast destination MAC address are delivered to the OMErEnd Poins associ&
ed bythe OVC®.

[R72) When t he Unicast damdnet iDoenlalv,e’r yah-Is p‘ruonp
gressframesmapped taan OVC End Pointat an External Interfaceith a unicast
destination MAC addreddUST be delivered to all of the oth@VC End Poins
associated bthe OVC provided[R33],[R34], [R35], and[R36] are satfied.

[R73] When the Unicast Frame Delivery is “con
framemapped taan OVCEnNd Pointat an Exteral Interfacewith a unicast dest
nation MAC address is delivered to all or a subset of all of the @& End
Points associated byhe OVC depending on certain conditions being met. When
“conditional” is in f MUSTee spdifibdeandsucimdi t i o
conditionsMUST satisfy[R33],[R34], [R35], and[R36].

An example of such a condition is that the destination MA@ress isknown by theOperator
MENt o b e OVE&ENdPdinh e

7.2.18 Multicast Frame Delivery

This attribute describes how ingrésames mapped tan OVCEnNd Pointat an External Inte
facewith a multicast destination MAC address are delivered to the @¥€& End Pants as®-
ciated bythe OVC.°

[R74] When t he Multicast Frame Deliverw is *“u
gressframesmapped tcean OVCEnNd Pointat an External Interfaceith a mu-

9 Assuming normal operation, e.qg., valid FCS, ntwoek congestion, and assuming that the frames comply with the
Bandwidth Profilef any.
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ticast destination MAC addssMUST be delivered to all of the oth&nd Poins
associated bthe OVC provided[R33],[R34], [R35], and[R36] are sasfied.

[R75] WhentheMi | t i cast Frame Delivery is ®“condit
framemapped tan OVCENd Pointat an External Interfaceith a multicast de-
tination MAC address is delivered to all or a subset of all of the @M€ End
Points associated byhe OVC depending on certain conditions being met. When
“conditional” is in f MUSTee spdifibdandsucimdi t i o
conditionsMUST satisfy[R33],[R34], [R35], and[R36].

7.2.19 Broadcast Frame Delivery

This attribute describes how ingrésames mapped tan OVCEnNd Pointat an External Inte
facewith the broadcast destination MAC address are delivered to theEmtd?oins assocted
by theOVC.®

[R76] When t he Broadcast Frame Delivery is *
ingressframesmapped toan OVCEnd Pointat an External Interfaceith the
broadcast destination MAC addrddéJST be delivered to all of the oth€@VC
End Poins associated byhe OVC provided[R33],[R34], [R35], and[R36] are
satisfied

[R77] When the Broadx s t Frame Delivery is “caonditio
gressframemapped tan OVCENd Pointat an External Interfacaith the broa-
cast destination MAC address is delivered to all or a subset of all of the other
OVC End Poins associated byhe OVC depending on certain conditions being
met. When “conditional” i s MWUST bdspecce, t h
fied and such conditionBIUST satisfy[R33],[R34], [R35], and[R36].

7.2.20 Layer 2 Control Protocol Tunneling

The Layer 2 Control Protocol Service Frame is described in MEF 10.2. [5]. An ENNI Frame
with a Destination MAC Address shownTrable 15 is defined tobe a Layer 2 Control Protol

ENNI Frame. Additional ways of denoting a Layer 2 Control Protocol ENNI Frame at a given
ENNI can be agreed to by the two Operators involved in the given ENNI.

MAC Addresseg?
01-80-C2-00-00-00 through 0480-C2-00-00-0F
01-80-C2-00-00-20 through 0480-C2-00-00-2F
01-80-C2-00-00-10

Table 157 MAC Addresses that Identify a Layer 2 Control Protocol ENNI Frame

[R78] When a L2CP Service Frame or L2CP ENNI Frame is tunneled, the Maitd
be delivered to alDVC End Points, other than the ingress OVC End Point, that

1%Hexadecimatanonicalformat
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are associated by the OVC and the format relationships detail@@hle 16
MUST be maintained.

Note that{R98] mandates thaén ingress Service Frame that is not mapped txiating OVC
End Point is not to be tunneled.

Note that[R19] mandates that an ingress ENNI Frame that is not mapped to an existing OVC
End Point is not to be fumeled.In view of [R20], this means that an ingress L2CP ENNI Frame
that does not have anT&g is not to be tunneled because the Operator has no information on

which OVC to use to tanel the frame.

Ingress Inter- | Egress Inte- | Egress Frame Format!

face face

UNI (L2CP UNI (L2CP Identical to the ingress frame.

Service Service

Frame) Frame)

UNI (L2CP ENNI (L2CP | All fields from the Destination Address through the Paylog

Service ENNI Frame) | of the ingress Service Frame present and unchang&alg S

Frame) addedin after the Source Address.

ENNI (L2CP | UNI (L2CP All fields from the Destination Address through the Payloa

ENNI Frame) | Service except the Sag of the ingress ENNI Frame present and u
Frame) changed. No Sag is present.

ENNI (L2CP | ENNI (L2CP | All fields from the Destination Address through the Paylog

ENNI Frame) | ENNI Frame) | of the ingress ENNI Frame present. The content of thagp

can be changed while all other fields are unchanged.

Table 167 Format Relationships for Tunnded L2CP Service and ENNI Frames

7.3 OVC End Point per ENNI Service Attributes

There areserviceattributes for each instance af OVCEnNd Pointat a givenENNI. These are
summarized iMable17 and described in detan the following subsections.

1 The Frame Check Sequence in the egress frame might need to be recalculated.

MEF 26.1

© The MEF Forum 2012 Any reproduction of this document, or any portion theref, shall cantain the
following statement: "Reproduced with permission of theMEF Forum."

Page51
No user of this document is

authorized to modify any of the information contained herein.



MeF

External Network Network Interface (ENNI) i Phase2

Attribute Name

Summary Description

Possible Values

OVC End Point
Identifier

An identifier for theOVC End Point
intended for management purposes

A string that is unique across tl
Operator MEN

Trunk Identifiers

Fora Trunk OVC End Point, specifies
the SVLAN ID values used on the
ENNI to distinguish frames originating
at a Root UNI and frames originating
a Leaf UNI

<Root SVLAN ID value, Leaf
S-VLAN ID value> for Trunk
OVC End Points; Not Appl&-
ble to Root or Laf OVC End
Points

Class of Service
Identifiers

The way that a Class of Service &-d
termined for arENNI Frame at each
ENNI

The OVC associating the End
Point and nn-overlapping sets
of values of the S ag Prority
Code Point

Ingress Bandwidth
Profile PerOVC
End Point

Ingress policing by the OperatbEN
on all ingres€NNI Frames mapped tq
the OVC End Point

No or parameters agfthed in
Section7.6.1

Ingress Bandwidth
Profile PerENNI
Class of Service
Identifier

Ingresspolicing by the OperatavlEN
on all ingres€NNI Frames with the
Class of Service Identifier for the
ceiving Qperator MEN

No or parameters agfthed in
Section7.6.1

Egress Bandwidth
Profile Per End
Point

Egress policindy the OperatoMEN
on all egres&NNI Frames mapped to
the OVC End Point

No or parameters agfthed in
Section7.6.1

Egress Bandwidth
Profile PerENNI
Class of Service
Identifier

Egress policing by the OperatwiEN
on all egessENNI Frames with the
Class of Service ldentifier for the+

ceiving MEN

No or parameters agfthed in
Section7.6.1

Table 177 OVC End Point per ENNI Service Attributes

7.3.1 OVC End Point Identifier

The OVC End Pointldentifier is a string administered by ti@perator that is used to identiy
OVC End Pointwithin the OperatorMEN. It is intended for management and contraipmses.
The OVC End Pointidentifier is not carried in any field in thENNI Frame

[R79] The OVC End Pointldentifier MUST be unique among all such identifiers for
OVC End Pointsupported by the Operator MEN.

[R80] The OVC End Point IdentifieMUST contain no more than 45 bytes.
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7.3.2 Trunk Identifiers

When the OVC End Point Role is Trunk, the Btwint Map at the ENNI contains twe\B_.AN
ID values that map to the OVC End Point as mandatefRBy]. One value is the Root-S
VLANI ID value and the other is the Leaf\A_.AN ID value.

[R81] The SVLAN ID field of each ENNI Frame tt is the result of an ingress Service
Frame at a Root UNMIUST contain the Root-%/LAN ID value.

[R82] The SVLAN ID field of each ENNI Frame that is the result of an ingress Service
Frame at a Leaf UNMIUST contain the Leaf &/LAN ID value.

The requirements garding OVC End Points associated by a Rodtedtipoint OVC are spee
fied in Setion 7.2.2

7.3.3 Class of Service Identifiers

The delivery performancdor an ingress ENNI Frames dependenbn theparticular Class o
Serviceldentifier that applies to itA Class of Service Identifies a set of one or more-ag
PCP value$? Each Class of Service Identifier indicates a single Class of Sexo®e as é-
fined in MEF 23.110]. The Class bServiceNamethat gplies to an ingresS-TaggedENNI
Framethat ismapped to the OVC End Pointtise Class of Servic@lentified by the Class of
Service lderifier that contains the-§ag PCP value in the frame.

For example, the-$ag PCP values 0, 2, and 3 could constitute a Class of Service Identifier
that indicates the silver service while th@ &y PCP values 4, 5, 6, and 7 could constitutd-a di
ferent Class of Service Identifier that indtes the gold service. In this example, aha§ged
ENNI Frame with STag PCP value = 3 would be given the silver service.

Note that when multiple-¥'LAN ID values aremapped to the same OVC End Point as with End
Point Map Bundling (see Sectiahl.7.9, the CoS Identifier for eacimgress STagged ENNI
Frame mapped to the giv€VC End Point is independent of the/&AN ID value in the ENNI
Frame.

In general, at a given ENNI, each OVC End Point can have a different Class of Service Identif
ers attribute but the followingequirementsapply.

[R83] For each OVC End Point at an ENNI, each possibl&a®@ PCP valudMUST be
included in exactly one Class ofrSiee Identifier.

[R83] means that the sets ofTag PCP values for the Class of Service ldentifiers are disjoi
and their union equals the set of alf&g PCP values.

[O13] One of the Class of Service IdentifidAY indicate 100% discard.

2 MEF 28[20] introduces additional Class of Service Identifiers at the ENNI..
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[O13] means that the Operator MEN can discard alla§ged Frames whoseTag PCP value
belongs to oe of the Class of Service Identifiers.

[R84] At a given ENNI, all OVC End Points associated by the same ®NJST have
the ame Class of Service Identifiers.

[R84] means that if aOVC associatesnultiple OVC End Points at aENNI, the Class of Se

vice Identifier for anENNI Frameat this ENNIis independent of the pgaular OVC End Point
to which it is mapped. Instead th#ass of Servicédentifier is based on th®VC and the STag
PCP value

[D3] An Operator MENSHOULD support the usef different Class of Service Ident
fiers attributes for OVC End Points at an ENNI that are associated by different
OVCs.

[D3] means that it is recommended that an Operator MEN be able to map a gieenPECP
value to a diffeent class of service for OVC End Points at an ENNI that are associated Iby diffe
ent OVCs.

Either the Drop Eligible Indicator (DEI) bit or theTag PCP can be used to indicate the ENNI
Frame Color and the following requirements apply.

[R85] Color indication foreach ENNI Fram&UST conform to requirementd:f] and
[R5] of MEF 231[10].

[R86] If the STag PCP field is used to indicate Color for the ENNI Frame, then the
Class of ServicédentifiersMUST map STag PCP values to L, M, and 14 per
[R1Q of MEF 231[10].

[R87] If the DEI bit is used to indicate Color for the ENNI Frame, then the Class-of Se
vice Identifiers MUST map STag PCP values to L, M, and H as p&d1(}] of
MEF 231[10].

7.3.3.1 Class of Service Identifiers for Egress ENNI Frames

An egres€NNI Frame does not specify a Class of Service Idenfifiethe OperatorMEN from
which it is being transmitted. TH®Tag PCP valuéor an egres&NNI Frameonly indicates the
Class of Servicédentifier for the frame with respect to tl@peratorMEN that is eceiving it.
Thus it is the responsibility of the transmitting OperditiN to set theappiopriateS-Tag PCP
value such that the frame is given the appiate Class of Service by the receiviBgerator
MEN. Section10.8presents an example of setting Class of Service Identifiers at an ENNI.

Note thatMEF 231 [10] contains additional requiremerds Classes of Service andlag PCP
values.
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7.3.4 Ingress Bandwidth Profile per OVC End Point

The Ingress Bandwidth Profile p&@VC End Pointdescribes ingress policing by thepé&ator
MEN on all ingressENNI Frames mapped to a givé\/C End Point

[R88] When the Ingess Bandwidth Profile pegdVC End Pointis in force for a given
OVC End Point suitable parameterCIR, CBS, EIR, EBS CF, CM> as defined
in Section7.6.1MUST be spedied and the algorithm of Sectiah6.1MUST be
applied to all ingres&ENNI Frames that are mapped to the gi@nC End Point

[R89] The Color Mode for the Bandwidth Profile AlgorithUST be coloraware

Figure 16 illustrates an exaple of the application of Ingress Bandwidtiofles perOVC End
Point In this exampleQVC End Point could haveCIR=15 Mbps,OVC End Poini could have
CIR =10 Mbps, andVC End Point could haveCIR = 20 Mbps.

OVvC E{l} Bandwidth Profile per OVC EP,

|
dvc b, T

VC E 2| Bandwidth Profile per OVC EP,
\ L

OVC E}{3> Bandwidth Profile per OVC EP,

\ |

Figure 1671 Ingress Bandwidth Profile per OVC End Point

[

7.3.5 Egress Bandwidth Profile per OVC End Point

The Egress Bandwidth Profile p@VC End Pointdescribes egress policing by the Ggber on
all egres€£NNI Frames thaare mapped ta givenOVC End Point

[R90] When the Egress Bandwidth Profile g@wC End Pointis in force for a given
OVC End Point suitable parametersCIR, CBS, EIR, EBS, CF, CKklas defined
in Section7.6.1MUST be specified and aigressENNI Framesmapped tahe
givenOVC End PointMUST have the property defined h6.3

[R91] The Color Mode for the Bandwidth Profile AlgorithUST be coloraware.

7.3.6 Ingress Bandwidth Profile per Class of Service Identifier

The Ingress Bandwidth Profile per Class of Service Identifier describes ingress policing by the

OperatoMEN on all ingres€NNI Frames with a given Class ofiSiee Identifier.
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[R92] When the Ingress Bandwidth Profile per Class of Service Identgiin force for
a givenENNI Class of Service Identifier, suitable paramete®R, CBS EIR,
EBS CF, CM> as defined in Section.6.1MUST be specified and the algorithm
of Section7.6.1 MUST be applied to all ingresENNI Framesmapped to the
OVC End Pointthat have the giveENNI Class of Service |deifier.

[R93] The Bandwidth Rofile Algorithm MUST be coloraware.

7.3.7 Egress Bandwidth Profile per Class of Service Identifier

The Egress Bandwidth Profile p@lass of Service Identifietlescribes egress policing by the
OperatoMEN on all egres&NNI Frames with a give@lass of Service Identifier

[R94] When the Egress Bandwidth Profile g&ass of Service Identifigs in forcefor a
given ENNI Class of Service ldentifiersuitable parametersCIR, CBS, EIR,
EBS, CF, CM as defined in Sectioid.6.1 MUST be specified and all egress
ENNI Framesmapped to thé©OVC End Pointwith the givenClass of Service
Identifier MUST have the propertydfined in Sectiorv.6.3

[R95] The Color Mode for the Bandwidth Profile AlgorithvUST be coloraware.
7.4 UNI Attributes

These are identical to the UMittributes spefied in Sections 7.1, 7.2, 7.3, 7.4, 7.5, 7.6.1, 7.7,
7.8,7.9, 7.10, 7.11.2.1, 7.11.3dnd 7.12 of MEF10.2[5]. Note thatthe details of the UNIta
tributes as agreed by the Service Provider and Operator may be differenhéhdetails of the
UNI attributes as agreed by the Service Provider and the Subs&dmthe discussion folla-

ing [R99].

7.5 OVC per UNI Service Attributes

There areserviceattributes for each instance ah OVCat a specifi UNI. Since an OVC can
only associate one OVC End Point that it is at a JRR8]), these service attributes can be
equivalently viewed as OVC End Point per UNI service attribukbsseservice attributeare
summarized iMable18 and described in detail in thellfmwing subsections.
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Attribute Name

Summary Description

Possible Values

UNI OVC Identifier

An identifier for the nstance of
theOVC at a UNI ntended for
management purposes

A string formed by the concaten
tion of the UNIlldentfier and the
OVC ldentifier

OVC End PointMap

The CEVLAN ID(s) that map
to theOVC End Pointat the
UNI

A list of one or more CE/LAN ID
values

Class of Service lde
tifiers

The way that a Class of Servict
is detemined for a frame at eac
UNI

Non-overlapping sets of values of
C-Tag Priority Code Point values (
DSCP values as specified in Secti
7.5.3

Ingress Bandwidth
Profile PerOVC End
Pointat a UNI

Ingress policing byhte Operator
MEN on all ingress Service
Frames mapped to tl@VvC End
Point

No or parameters as defined incSe
tion7.11.1 in MEF10.2[5]

Ingress Bandwidth
Profile Per Class of
Service Idetifier at a
UNI

Ingress policing by th®perator
on all ingress Service Frames
with a given Class of Service
Identfier

No or parameters as defined incSe
tion7.11.1 in MEF10.2[5]

Egress Bandwidth BF
file PerOVC End
Pointat a UNI

Egress policing by the [@rator
on all egress Service Frames
mapped to th©VC End Point

No or parameters as defined incSe
tion 7.11.1 in MEF10.2[5]

Egress Bandwidth BF
file Per Class of Se
vice Identifier at a UNI

Egress policing by the [@rator
on all egress Service Frames
with a given Class of Service
Identfier

No or parameters as defined incSe
tion 7.11.1 in MEF10.2[5]

Table 187 OVC per UNI Service Attributes

7.5.1 UNI OVC Identifier

The OVC Identifier is a sting that is used to identifgn OVCat the UNI It is intended for ma-
agement and control purposes.

[R96] The UNI OVC ldentifier MUST be the concatenation of the UNI Identifier and

the OVC Identifier.

7.5.2 OVC End Point Map at the UNI

A Service Framés maped tothe OVC End Pointviathe CEVLAN ID of the Service Frame as
defined in Section 7.6.1 of MEED.2 [5]

[R97] The OVC End Pointat the UNI for a Service FranMUST be identified by the
value of CEVLAN ID of the Service Frame.
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[R98] An ingress Service Frame that is not mappedn existingOVC End Point or
EVC at the UNIMUST be discarded.

[014] Multiple CE-VLAN IDs MAY map to a singl©VC EndPoint.

[R99] Each CEVLAN ID MUST have one of the following mutually exclusive prope
ties; 1) it maps to on®VC End Point, 2) it maps to on&VC that associates
UNIs within the Operator MEN3) it does not map teithersuchanEVC oran
OVC EndPoint

Note that this document is describing the attribatesagreedo by the Service Provideand (p-
eratorand therefore there is awarenesapnfOVCENd Pointat a UNI. MEF10.2[5] describes
attributesas agreedo by the Subscribeand Service Providdor whichOVC End Points aren-
visible. Fromtlie S u b s ¢ wpomteat & UNIeachGE-VLAN ID either maps to an EVC or
it does not map to an EVC.

[R100]Whenan OVCassociatinghe OVC EndPointto which the CEVLAN ID for un-
tagged and priority tagged Service Frames is nammes not have the CE
VLAN ID Preservation attribute in force, egress Service Franagsped tahis
OVC EndPointat the given UNMUST be untagged.

7.5.3 Class of Service Identifiers

[R101]ThereMUST be threemutually exclusivenvays to determine the Class of Service
Identifier from the contentfaa givenDataService Frameat UNI as dscribed in
Sections7.5.3.1 7.5.3.2 and7.5.3.3

Note that Sectiong.5.3.1 7.5.3.2 and7.5.3.3describe Class of Service Identifiers for ingress
Data Service Frames. A Data Service Frame is a Seffvame that is not carrying a Layer 2
Control Rotocol. (See Section 6.5.1 BIEF 10.45].)

7.5.3.1 Class of Service Identifier Based on OVC End Point

[R102]When the Class of Service ldentifier is based on OVC End Pdinbgeess Data
Senice Frames mapped to tsameOVC End Pointat the UNI MUST have the
same Class of Service |dérgr.

As an example, consid€@VC End Pointl andOVC End Point2 at a UNI. Data Service Frames
mapped tdOVC End Pointl have a first Class of Service Ideigtifthat hdicates gold service.
Data Service Framasapped tdOVC End Point2 have a second Class of Servicertifeer that
indicates silver service.

7.5.3.2 Class of Service Identifier Based on Priority Code Point Field

[R103]When the Class of Service ldentifier based on Priority Code Point fieldhet
Class of Service Identifier for an ingress Data Service Frarttee UNI MUST
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be determined by th®VC End Pointand noroverlapping set of values of the
PCP field in the €Tag

[R104]When the Class of Service Identifisr based on Priority Code Point field the
ingressframedoes not contain a-Cag, it MUST have the same Class of Service
Identifier as an ingredsame withPriority Code Point field = @ the GTag

[R105]When the Class of Service Identifier is based aarfy Code Point field, te wn-
ion of the sets oPCP fieldvaluesMUST contain all of the possible kzes.

As an example, consid€@VC End Pointl andOVC End Point2 at a UNI.C-TaggedData Se

vice Framesmapped tdOVC End Pointl with Priority Code Poinvalues 4, 5, 6, and 7 have a
first Class of Service ldentifier that indicates gold serviceTaggedData ServiceFrames
mapped toOVC End Pointl with Priority Code Point values 0 and 3 have a second Class of
Service ldentifier that indicates silver gee. C-TaggedData Servicd-ramesmapped taOVC

End Pointl with Priority Code Point values 1 and 2 have a third Class of Service Identifier that
indicates Service Frame discafl@ata ServiceFrameswithout a GTag mapped toOVC End
Point 1 also have thesecond Class of Service Identifier thaticates silver serviceC-Tagged
Data Servicd=ramesmapped tdOVC End Point2 with Priority Code Point value 7 havdarth
Class of Service Identifier that indicates platinum service. All difeea Servicd-ramesmapped

to OVC End Point2 have difth Class of Service Identifier that indicates goldvgee.

7.5.3.3 Class of Service Identifier Based on DSCP

[R106]When the Class of Service Identifier is based on DS@PCtass of Service Ide
tifier for an ingress Data Servidérame at the UNI containing an IP packet
MUST be determined by th®@VC End Pointand noroverlapping sets of vaes
of the DSCP.

[R107]When the Class of Service Identifier is based on DS uhion of the sets of
DSCP valuesMUST contain d of the possible DEP values.

[R108]When the Class of Service Identifier is based on DS@&hiagress Data Service
Frameat the UNInot containing an IP packet and mapped to a gd¥& End
Point MUST have the same Class of Service ldentifier with a value agreed upon
by theOpeiatorand the Service Bvider.

7.5.4 Ingress Bandwidth Profile per OVC End Point at a UNI

The Ingress Bandwidth Profile p&VC End Pointat a UNI describes ingress puig by the
OperatoMEN on all ingress Service Frames mapped to a gWé@ End Pointat aUNI.

[R109]When the Ingress Bandwidth Profile g@w¥C End Pointat a UNI is in force for a
givenOVC End Point, suitable parametetSIR, CBS, EIR, EBS, CF, CM> as c-
fined in Section 7.11.1 db] MUST be specified and the algorithaf Section
7.11.1 of[5] MUST be applied to all ingresServiceFrames that are mapped to
the givenOVC End Point.
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Note that the algorithm and parameters defined in Sec¢tdare identical to t& algorithm and
parameters defined in 7.11.1[6] with the exception of the value of tiéM parameter. At the
ENNI,CMismandat ed taow ahbgeréequeceméntgR89], [R91], [R93], and[R95]

while color awareness igptdonal at the UNI.

7.5.5 Ingress Bandwidth Profile per Class of Service Identifier at a UNI

The Ingress Bandwidth Profile per Class of Servicatifler at a UNI describesgress policing
by the OperatoMEN on all ingress Service Frames with a given Class of Servictifideat a
UNI.

[R110]When the Ingress Bandwidth Profile per Class of Service Identifier at a UNI is in
force for a given Class of Bace Identifier, suable parametersCIR, CBS, EIR,
EBS, CF, CM> as defined in Section 7.11.1 [&] MUST be specified and thd-a
gorithm of Section 7.11.1 ¢6] MUST be applied to all ingresSewrice Frames
with the given Class of Service Iatdier.

Note that the algorithm and parameters defined in Sec¢ttdare identical to the adgithm and
parameters defined in 7.11.1[6] with the exception of the value of tl@&V parameter. At the
ENNI, CM is mandated to bé c o-& w & rbye requirementgR89], [R91], [R93], and[R95]

while color awareness is optiorat the UNI.

7.5.6 Egress Bandwidth Profile per OVC End Point at a UNI

The Egress Bandwidth Profile p@\VC End Pointat a UNI describes egress policing by the O
eratorMEN on all egress Service Frames mapped to a gd@ EndPointat a UNI.

[R111]When the Egress Bandwidth Profile f@vC End Pointat a UNI is in force for a
givenOVC EndPoint, suitable parametex€IR, CBS, EIR, EBS, CF, CM> as c-
fined in Section 7.11.1 ¢6] MUST be specified and whethe algorithm of Se-
tion 7.11.1 of[5] using these parameters applied to theseegressService
Frames, the result for each Service FramédST be to declare the Service Frame
either Green or Yiow.

Note that the algorithm @rmparameters defined in Sectiérb.1lare identical to the adgithm and
parameters defined in 7.11.1[6] with the exception of the value of ti&MV parameter.At the
ENNI,CMi s mandatoboda wao el e byc [R89f [RE1], R&BE and [R95]
while color awareness isptional at the UNI.

7.5.7 Egress Bandwidth Profile per Class of Service Identifier at a UNI

The Egress Bandwidth Profile per Class of Service Identifier at a UNI describes egress policing
by the OperatoMEN on all egress Serviderameswith a given Class of Service |ddir at a
UNI.

[R112]When the Egress Bandwidth Rle per Class of Service Identifier at a UNI is in
force for a given Class of Service Identifier, suitatdeameters<CIR, CBS, EIR,
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EBS, CF, CM> as defined in Section 7.11.1 [& MUST be specified and when
the algorithm ofSection 7.11.1 of5] using these parametessapplied to these
egressService Frames, the result for each Service Fiisitd€T be to declare the
Service Frame either Green orli6ev.

Note that the algorithm and parametersmdiin Sectior?.6.1are identical to the adgithm and
parameters defined in 7.11.1[6] with the exception of the value of tiéM parameter. At the
ENNI, CMismandat ed taow abbse rguiceimdntg[R89], [R91], [R93], and[R95]

while this is not madated at the UNI

7.6 Bandwidth Profile at the ENNI

The Bandwidth Profile definethe set of traffic parameters applicable toequence ofENNI
Frames. Associated with the Bandwidth Profilamalgorithm to determin&NNI Frame con-
pliance with the specified parameteis. the case of an Ingress Bandwidth Profile, ext@orce-
mentis accomplished vithe dispsition of noncompliantENNI Frames.

Many of theBandwidth Profiles in this Technical Specification are based on the granand
algorithm described in Sectioh6.1

7.6.1 Bandwidth Profile Parameters and Algorithm
The parameters comprising the Bandwidth Profile are:
1 Committed Information Rate (CIR) expressed as bits per second.
[R113]CIR MUST bez 0.
1 Committed Burst Size(CBS) expressed as bytes.

[R114]When CIR > 0, CBS MUST be greater than or equal to the largstximum
Transmission Unit sizallowed for theENNI Framesthat the Bandwidth Profile
applies to.

1 Excess Information Rate(EIR) expressed as bits per second.
[R115]EIR MUST be? 0.
1 Excess Burst Siz€EBS) expressed as bytes.

[R116]WhenEIR > 0, EBS MUST be greater tn or equal to the largest Maximum
Transmission Unit sizallowed for theENNI Framesthat the Bandwidth Profile
applies to.

1 Coupling Flag (CF) has value 0 or 1.

1 ColorMode(CM)has val-mlei iddlaowar‘e’™.l or
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EachENNI Frame is classified to datmine which, if any, Bandwidth Profile is apglite to the
ENNI Frame. Operation of the Bandwidth Profile algorithm is governed by the six garam
<CIR, CBS, EIR, EBS, CF, CM>. The algorithm declares eaBiNNI Frame to be compliant or
nonrcompliant elative to the Bandwidth Profile. The level of comapice is expressed as one of
three colors, Green, Ylew, or Red.

The Bandwidth Profile algorithm is in color aware mode when &¢NI Framealready has a
level of compliance (i.e., a color) associateithvit and that color is taken into account in dete
mining the level of compliance by the Bandwidth Profilecatgym.

The Bandwidth Profile algorithm is shown kigure 17. For this algrithm, Bc(to):CBS and
B,(t,)=EBS . B,(t) and B, (t) can be viewed as the number of bytes in the Committed &nd E
cess token buckets respeely at a given time.

[R117]For a sequence dENNI Frames,{tj,lj}, j2 0,
reference point; and lengthd;, the level of compliance color assigned to each

ENNI FrameMUST be defined ecording to the algorithm ifigurel7.

a2t with arrival times atthe

ENNI Frame of lengtt; arrives at time; (j 2 1)

B.(t,)= minfCBs, Bc(tj—1)+%3 - tj—l)a
I.. y ~
oft,)=maxo, Bc(tj,1)+CT'§R3 (t,- t,.)- cesf
I y ~
B (t,)= min}EBS, Be(tj-l)+%3 (- t,.)+creof, )y
i y
!
R [((I;i\l"NT:FéorLoer'E'i:”g)reen)] Yes | Declare ENNI Frame Greeh
AND (i, ¢ B, (t,)) B.,)=8.(t,)- 1
lNo
OR[(?EI\:IEII: Eg:::l!iz(ged)] Yes R Declare ENNI Frame Yelloy
AND (I, ¢ B,(t,) B.(t,)=B.{)- |

lNo

| Declare ENNI Frame Re|d

Figure 177 The Bandwidth Profile Algorithm

The Coupling FlagF is set to either 0 or 1. The choice of the value for CF has the effeab-of co
trolling the volume of th&ENNI Frames that are declared Yellow. WHef is set to O, the long
term average bit rate &NNI Frames that areedlared Yellow is bounded biyIR. WhenCF is

set to 1, the long term average bit ratd&=diNI Frames that are declared Yellow is bounded by
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CIR + EIR depending on volume of the offer&NNI Frames that are declared Green. In both
cases the burst size of tB&INI Frames that are declared Yew is bounded b¥BS.

7.6.2 Ingress Bandwidth Profiles Service Attributes

The Ingress Bandwidth Profile is used to regulate the amount of ingress traffjgasicalar
ENNI. An Ingress Bandwidth Profile is defined for ingr&$NI Frames at the pacular ENNI.
In other words, the sequen@q,lj}, j 2 0, to which the algorithm of Section6.1is gplied is

based on ings ENNI Frames at aENNI. There ardwo Ingress Bandwidth Profilattributes
as ascribed in Sections.3.4 and7.3.6

7.6.2.1 Simultaneous Application of the Ingress Bandwidth Profile Application
Models

[O15] Multiple models of Ingress Bandwidth Profile applicatiAY exist simultae-
ously at @ ENNI.

[R118]An ENNI MUST be configured such that mosta single Ingress Bandwidthdrr
file applies to any given ingre&NNI Frame

[R118] means thatfithere is a pe©OVC End Pointingress Bandwidth Profile, then there cannot
be any per Class of Service Ingress Bandwiddiiles onthe OVC that associates the OVC End
Point

7.6.2.2 ENNI Frame Disposition

The disposition of a giveBNNI Framewith respect to delivery to an egrdssternal hterfaceis
dependent on thENNIFramé s | evel of compliance to @ghe
plied to it. This is called the Ingress Bandwidth Profile compliance level and it has tlssdsepo
values: Green, Yellow, or Re@able19 defines how the Ingress Bandwidth Profile compliance
is related to the disposition of tiENNI Frame I n t hi s t abl e, “Not
where no Ingress Bandwidth Profikes applied to thENNI Framein question.

[R119]The disposition of eacBNNI Framefor delivery to each egre€sxternal Inte-
faceMUST be as described ihable19.
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Ingress Bandwidth

Profile Compliance ENNI Frame Disposition

Red Discard
Deliver to the egresSxternal Interfaceccording to the Service Attr
Yellow utes of theOVC associating the OVC End Point to which the frame i
mappedout SLS performance objectives do nppla.
Green Deliver to the egredsxternd Interfaceaccording to the Service At

utes of theOVC associating the OVC End Point to which the frame i

Not Applied mappedand SLS performance objectivesply.

Table 197 ENNI Frame Disposition for Each EgressExternal | nterface

The behavior described able19is based on the arrival of tlENNI Frameat its ingres€N-
NI. It does not mandate or constrain in any way the implementation withidpietor MEN.

7.6.3 Egress Bandwidth Profiles Service Attributes

An Egress Bandwidth Profile is used to regulate the amount of egress traffic at a pdetitular
NI. An Egress Bandwidth Profile is defined for a particE&MNI and applies to all or a bset of
all egres€£NNI Frames at th&NNI in question.

The reference point for an Egress Biandth Profile is theENNI. An Egress Bandwidth Profile
describes arrival times and lengthseddNI Frames that will be observed at tl&NNI when an
Egress Bandwidth Profile is in operation in tbperatoMEN. This descption is given in terms

of what would happen if an observer at BENI applied the algrithm of Section/.6.1to egress

ENNI Frames. This observer would see traffic after it had been subject to rate limiting and/or
shaping in tk Operatometwork and thus would have certain chieastics.

[R120]Whena sequence of egreBNNI Frameswith arrival times and lengths at the
ENNI, {tj,l j}, j 2 0 aresubjecedto an Egress Bandwidth Profile with parameters
<CIR, CBS, EIR, EBS, CFKCM>, the result of applyinghe algrithm of Section
7.6.1to these frameBIUST be to declareachENNI Frame either Green or ¥e

low.

The implication is that the regulation of tB&INI Frames in théOperatorMEN is such that all
ENNI Frames that woultie determined to be Red by the observer are discarded before reaching
the egres€NNI. It is important to reiterate that this description of Egress Bandwidth Profile
does not mandate ormstrain in any way the impmentation in th®©perator network.

There are twdegress Bandwidth Profile attribut¢sne perOVC End Pointand one per CoS
Identifier) as described in Sectiong.3.5and7.3.7.
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7.6.3.1 Simultaneous Application of the Egress Bandwidth Profile Application
Models

[016] Multiple models of Egress Bandwidth Profile applicatdAY exist simultae-
ously for an egredSNNI.

[R121]However, an egredSNNI FrameMUST be subject to at most one Egress @®an
width Prdile.

[R121] means thatf there is a peOVC End PointEgress Bandidth Profile then there cannot
be any per Class of Service Egress Bandwidth Profildke@VC that assoiates that OVC End
Point

8 Link OAM Function Support for the ENNI
The ENNI has requiements for Link OAM support based ¢BEE Std802.3[3].

[R122]For each physical link in the ENNI, an ENNIMUST be capable of gporting
Active DTE mode capabilities as specified in dlab7.2.9 ofEEE Std802.3[3].

[R123]For each physical link in the ENNI, an ENINIMUST be capable of qporting
Passive DTE mode capabilities as specified in clause 57.2BE& Std802.3

3.

[R122] and[R123] do not mandate that Link OAM be run on a given liffR122] and[R123]
mean that when the two Operators agree to support Linkl ©A a given link, they will also
need to negtiate which sides of the ENNI will function in Active DTE mode with at least one
side functiming in Active DTE mode.

Operators using Link OAM on thENNI could receive unwanted loopback messages which
could caise an interruption of traffiasing theENNI. The following wo requiementsare meant
to prevent this situation:

[D4] When Link OAM is enabled on aBNNI-N, the loopback capabilit$HOULD
be disabled.

[D5] When Link OAM is enabled on a@BNNI-N, it SHOULD not advetise its log-
back capability, as defined i@Glause57.2.11 oflEEE Std802.3[3], during the
discovery phase if Loopback is not enabled.

9 Maximum Transmission Unit Size

The Maximum Transmission Unit Size specifies the maxinftamelengthin bytes dowed at
anExternal Interface
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The MTU is part of several attribute specificatioRer example, the UNI @ined in [5]), the
EVC (defined in[5]), the ENNI (defined irv.1.6, and the OVC (defined ii.2.1Q all have an
MTU attribute.

In order for an EVC to operate merly with respect to its MTU Size, the Service Provider has to
ensure that EVC MTU Size is less thanequal to the MTU Size of eaVC used to imps-
ment the EVC.

When provisioning a neNNI or adding an EVQising arexistingENNI, the ENNI Opestors
and the Service Provider for the new EVi€ed toagree orMTU sizes which complywith the

following requirements:

[D6] TheENNI MTU sizeSHOULD be greater or equal to the MTU size of :

1 Each EVC MTU size crossing tHeNNI plus 4 bytes {o accommodate the
potential addition, at thENNI, of an STAG), and

1 EachOVC associatinganOVC End Pointat thiSENNI.

[R124]The OVC MTU size MUST be greater or equal to tlie/C MTU size ofeach
EVC supportedy this OVC plus 4 bytes (to accommodate the potentilitzon,
at theENNI, of an STAG).

10 Appendix A: Examples

This sectionpresents several examples of the use of the Ope3atwoices Attributes describén
Section7 to achieve UNI to UNI Ethernet Servicddie first subsection establishes the conve
tions and notation used in the examples. The remainingettibns present the examples.

10.1 Notation and Conventions

A number of abbreviations are used in the figures to avoid clutter. These are sliakbie20.

Abbreviation | Object

C-VID C-VLAN ID value

SVID S-VLAN ID value

OEP OVC End Point Idenfier value

Table 207 Abbreviations Used in the Examples

In addition, the figures accompanying th@mples use the icons as showirigure18.
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O Operator MEN

@® Root OVC End Point
=== ENNI

= UNI

........... ove

Figure 187 Key to the Icons Used in the Examples

In the examples, the Service Provider is not explicitly shown. The Service Provider could be any
of the Operators or some other orgation. The examples are valid no matter who is the Service

Provider.
10.2 Example 1: Ethernet Virtual Private Lines to a Hub Location

In this example, four Operator MENs are used by the Service Provider to provide three EVCs,
each from a branch location to a hub locatiBigure 19 shows the EVCs for this exampdes
perceived by tb SubscriberUNI 1 is the hub location and the other UNIs are the brand loc
tions. The CEVLAN ID/EVC Maps as agreed to by the Subscriber and theiSe Providerfor

each UNI are included in the figure. From these maps it can be seen that none o€ thkak¥
CE-VLAN ID Preservation in force asefined in MEF10.2 [5]

UNI 2

,————|cEvanp |Eve
% 33 EVC 1-2
s
s
UNI'L d

—_———
CE-VLAN ID | EVC ———
45 EVC 1-2 —_ O~ -
~
765 EVC 1-3 ~ S
~ ~
37 EVC 1-4 ~o UNI 3
~ ~
~ ~
~ ~
~ SN
N ~ ‘I
~
CE-VLANID | EVC

UNI 4 28 EVC 1-3

CE-VLANID | EVC
33 EVC 1-4

Figure 197 EVCs to the Hub Location

Figure20 shows Operatr Services Attributes values that instantiate the EVPLs for this example
using four Operator MENS he varous ENNI End Point Maps are shown in the figure.see

how this configuration works, osider a Service Frame that ingresses at UNI 1 and is ddstin
for UNI 4 via EVC 14. Such a Service Frame will have B-€LAN ID value= 37.Operator A
maps this frame to OVC End Point 11 and thus transmitsrasponding ENNI Frame with-S
VLAN ID value = 1024 across the ENNI with Operator D. Operator D map&thidl Frame to
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OVC End Point 13 and thus transmits a esponding ENNI Frame with-SLAN ID value =

2022 across the ENNI with Operator C. Gpper C maps this ENNI Frame to OVC End Point 15
and thus transmits a correspiong Service Frame with GELAN ID value = 33 across UNI 4.
A similar sequence of events ensues for the other direction for E¥@nt for the other EVCs

in this example.

S-VID | OEP
1023 6
1024 12

C-VID| OEP
28 10

S-VID| OEP S-VID| OEP

S-VID| OEP

1023 7 2023 8

2023 9

1024 13 2022 14

2022 15

UNI 3

Figure 2071 Details of the Operator Services Attributes for Example 1

This example shows that EVCGALis supported by thré@VCs, one in each Operator MENhe
way that thes®©VCsar e nn‘eccda ed” at
the ENNI.By using SVLAN ID value= 1024 to map t@®VC End Point12 in the Opeaator A
MEN and also to map tOVC End Point 13 in the Operator D MEN, the appragOVCs in
each Operator MEN are connected.

10.3 Example 2: Ethernet Private LAN

each ENNI i s

Vi a

In this example, the Service Provider progidesingle Ethernet Private LAN contieg four
UNIs. Figure 21 shows the EVC for this examphes perceived by the Subscrib&lote that

EPLAN requires that the EVC have GHEAN ID Preservation and CEoS Preservation in
force as per MEF 6.19] Note also that the CELAN ID/EVC Map at each UNI is All to One

as pescribed by[9].
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UNI 2

CE-VLANID | EVC

Al EVC 1-2-3-4
CE-VLANID | EVC
All EVC 1-2-3-4 X~
NN
\ ~N
N
NN UNI 3
N N
N
\ N
NN 4
\
CE-VLAN D | EVC
UNI 4 All EVC 1-2-3-4

CE-VLANID | EVC
All EVC 1-2-3-4

Figure 217 EPLAN Connecting Four UNIs

Figure22 shows Operator Services Attributes values that instantiate the EPLAN foxahmplke
using four Operator MENs$n order to support All to One Bundling, tke/C End Point Mapat
each UNI maps all Service Frames to @¢C End Point, e.g.OVC End Point 5 aUNI 2. Each
OVC End Point Map at eadBNNI maps to theéOVC End Point with one LAN ID value as
was the case with Example 1.

UNI 2 Each OVC has CE-VLAN ID
Preservation and CE-CoS
Preservation in force.

UNI 1
"""" C-ViD
........ UNI 3
cvibloep | / M T
Al
02 C-VID
UNI 4
[s-vib] 0EP | [s-viD] OEP |[s-viD] OEP |
[12023] 7 ] [2023] 8 [[2023] 9 |

Figure 2271 Details of the Operator Services Attributes for Exanple 2

The OVC in the Operator MEM has threeDVC End Points as does tl@VC in the Opeator
MEN C. Consequentlyif MAC address learning is done in the Operator MENaAJnicast Se
vice Frame between UNI 1 and UNI 2 need not enter the Operator D and OpelMENL
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Similarly, if MAC address learning is denn Operator MEN Ca unicast Service Framesb
tween UNI 3 and UNI 4 need not leave thee@ator C MEN.

EachOVC has CEVLAN ID Preservation and CE0S Preservation in force as specified in-Se
tion 7.2.11and Sectiory.2.12 As an example to see how this works, consider an ingresge&e
Frame at UNI 1 that has aTag and is destined for UNI 4.

1 The resultingENNI Frame at the&ENNI between Operator MENA and D will
have both an-Sag (with SVLAN ID value= 1023) and a ag and that ag
will have the same /LAN ID value and the same-Cag PCP value as the gti
inal CG-Tag of the Service Frame.

1 The correspondingENNI Frame at thd&ENNI between OperatdvlENs D and C
will have both an Sag (with SVLAN ID value= 2023) and a dag and that €
Tag will have the same-ELAN ID value and the same-Tag PCP value as the
original GTag of theENNI Frame at thd&ENNI between Operator MENs A and
D.

1 Finally, the coresponding egress Service Frame at UNI 4 will have jusiTagc
and that CTag will have the same-€LAN ID value and the same-Tag PCP
value as the original Tag of theENNI Frame at theeNNI between Operator
MENs C and D.

The result is thathe C-VLAN ID values and €ag PCP values are the same for botjrass

and egress Service Frame. Using the tables in Set@oh], it can be seen that an untagged i

gress Service Frame results in an untagged egress Service Frareeh@I®MEFL0.2[5] sped-

fies that CECoS Preservation does not apply to untagged Service Frames.) Consequently, the
EVC has CEVLAN ID Preservation and CE0S Preervation in force.

10.4 Example 3: Hairpin Switching

Figure23 shows an example of the use of OVC End Point$Hfairpin Switching. In this exen-

ple, there is one multipoint EVC that associates Uld] BNI Ab, and UNI B. (perator A has

two OVCs. One associatdse OVC End PointA4 at UNI Aa and theOVC End Point Al at the
ENNI. The other OVGassociatethe OVC End PointA3 at UNI Ab and the OVC End Point A2

at theENNI. Operator B has one OVC that associates the OVC End Points B1 and B2 at the
ENNI andthe OVC End PointB3 at UNI B. At theENNI, theEnd Point Maps, asedcribed in
Section7.1.7, are such thaENNI frames mapped to Al by Operator A are mapped to Blhy O
erator B and similarly for A2 and B2. With this configtion, a Service Frame sent from UNI
Aato UNI Ab will pass through the Operator B MEN where it will be hairpin switched from B1

to B2. And a similar path will be followed by ar8iee Frame sent frordNI Ab to UNI Aa.
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UNI Aa

Ad) B
UNIB

3
UNI Ab

S-VID] OEP
S-VID[ OEP || 2023] Bl
2023 Al 1028 B2
1028 [ A2

Figure 231 Example of Hairpin Switching
Note that in this example, two OVCs are used in Operator MEN A to implement the single EVC.
10.5 Example 4: Data Loop at an ENNI with Hairpin Switching

Theimproperuse ofHairpin Switching can lead to data loops anENNI. An example of such a
improperconfiguration is shown ifFigure24. In this example, a broadcast frame will pass back
and forth across th&NNI following the loop formed by the OVC End Points afdirpin
Switching.

UNIB

S-VID| OEP || 2023] Bl
2023 Al 1028 B2

1028 A2

Figure 247 Example of aData Loop with Hairpin Switching
10.6 Example 5: Ethernet Private LAN with Hairpin Switching

In this example, the Service Provider provides a single Ethernet Private LAN connecting four
UNIs just as was done in the exple of Sectiorl0.3 Figure21 shows the EVC for this example
as peceived by the Subscriber.

Figure25 shows Operator Services Attributes values that instantiate the ERIrANIS exanple
using four Operator MEN®s in the example of SectidlD.3 theOVC End Point Map at each
UNI maps all Service Frames to t6&/C End Pointand eactOVC has CEVLAN ID Presena-
tion and CECoS Preservation in foe as specified in Sectigh2.11and Setion 7.2.12
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C-VID[ OEP |

UNI 2

Each OVC has CE-VLAN ID
Preservation and CE-CoS
Preservation in force.

C-VID[ OEP |
[ Al [ 10 |

JUle

UNI 4

[c-viD[ OEP |
LA [ 16 |

S-vID

OEP

S-VID

OEP

2023

8

2023

9

S-VID| OEP

1023 6

1024 12
S-VID| O EP
1023 7
1024 13

2022

14

2022

15

Figure 2571 Details of the Operator Services Attributes for Exanple 3

The key differene between this example and the example of Set&fiodis the use of Hapin
Switching in Operator MEN A. Th®VC in Operator MEN A has tw®VC End Points, 6 and
12, at theENNI between Operator MENs A and D. In addition, Gpar MENs C andD each
have twoOVCs in support of the EPLANAS a result, traffic from UNI 3 to UNI 4 will pass
through Operator MENs A, C, and D and would follow the pat®\d€ End Points {10, 9, 8, 7,

6, 12, 13, 14, 15, 16}.

10.7 Example 6: End Point Map Bundling

Consider the EVCs to a hub locationRigure 19. Figure 26 shows the details of the Operator
Services Attributes when Bundling is used in Operator MEN D.
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UNI 2

The OVC in Operator MEN
D has S-VLAN ID
Preservation = Yes.

C-VID| OEP
28 | 10

UNI 3

1024 12 UNI 4
IO [EEIEI=2M [Ss-viD| O EP
1023 7 1023 8 1023 9
1024 7 1024 8 1024 |15

Bundling Bundling

Figure 267 Example of Using End Point Map Bundling
Figure 26 differs fromFigure20 as follows:

1 There is only one OVC in Operator MEN D. Thus, this is & eglsere more than
one EVC is supported by an OVC.

1 The End Point Maps in the Operator MEN D have bundling witiL&N 1D
values 1023 and 1024 both mapped to a single OVC End Point at each ENNI.

1 The OVC in Operator MEN D has\&_AN ID Preservation = Yes.

1 TheEnd Point Map in Operator MEN C is changed to map ea¢h/AN ID val-
ue 1023 and 1024 to an OVC End Point.

10.8 Example 7: CoS ldentifiers at the ENNI

This example concerns the setting of the Class of Service Identifier in each ENNI Frame at an
ENNI. Two scendos are considered. The first scenario is when both Operator MENs conform to
MEF 231 [10]. The second scenario is when MEFE 2B not conformed to by the Operator
MENSs.

In the first scenario, both Operator MENs abide by Tdhkle MEF 231 [10] which means that
they would use the CoS ldentifiers showrmable21. In this case, H in Operator MEN A would
map to H in Operator MEN B and vice versa. In the same way, M wouyidonsl and L would
map to L. The result is that ENNI Frames would have the CoS Identifiers shdviguire 27
where the arrows indicate theettion of flow at the ENNI.
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CoS Label| CoS Identifier (S Tag PCP Value)
H 5
M 3
L 1

Table 217 MEF 23.1 CoS Identifiers

S-Tag

CoSin A PCP Value CoSinB
5
H 5 H
3
M 3 M
1
L 1 L

Figure 271 CoS ldentifiers for MEF 23.1 Conforming Operator MENs

In the second scenario, suppose that the Operator MENs haa&on&sand CoS Idenifiers as
shown inTable22.

Operator MEN A Operator MEN B
CoSName | CoS ID (STag PCP Valug CoSName | CoS ID (STag PCP Value)
Plus 6 Rock 6
Square 4 Paper 3
Heart 2 Scissors 1
Coal 1

Table 227 CoS ldentifiers for Scenario Two

In this case, the mappings between the CoS instances in each Operator MEN will determine the
use of CoS Identifiers at the ENNI. To see this, suppose that Square and Paper are anapped t
gether. Then the ENNI Bmes for Square and Paper would have the CoS Identifiers shown in
Figure 28. Because the CoS Identifier is set according to the CoS of the receiving Operator
MEN, the CoS Identifier in the ENNI Frame is differemdadepends on the direction of the
frame flow.
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S-Tag
CoSin A PCP Value CoSinB
3
Square 4 Paper

Figure 281 CoS ldentifiers for Square and Paper in Scenario Two

11  Appendix B: Rooted-Multipoint Examples

The forwarding behavior of a Rootddultipoint (RMP) EVC is specified in MEF10.[8] as any
ingress Service Frames at a Root UNI may be forwarded to any other Root UNIs or Leaf UNIs of
the same EVC, and any ingress Service Frames at a Leaf UNI may be forwasigdRoot

UNIs of the same EVCThis forwarding behavior can betended to a RMP EVC that spans one

or more ENNIs by introducing a RMP OVC and OVC End Point Role designations of Root,
Leaf, and Trunk.

The forwarding behavior of a Rootddultipoint EVC requires beingble to determine whether

any given frame aginated as an ingress Service Frame at a Root UNI or as an ingress Service
Frame at a Leaf UNI. The method of preserving this information for each frame within aax Oper
tor MEN depends upon the technology usethinithe MENand is beyond the scope of this
document Preserving this information at an ENBHnrequire using two S/LAN ID values: the

Root SVLAN ID valueidentfies frames that originated at a Root UNI, and the Lesi. 8N

ID valueidentifies framesHhat orighated at a Leaf UNMWhen aRootedMultipoint OVC ase-

ciates a Trunk OVC End Point at an ENNI, botVISAN IDs are mapped to the Trunk OVC

End Point by the End Point Map.

The examples in this section illustrate the use of these concepts to iatstantRooted
Multipoint OVC across multiple Operator MENSs.

11.1 Example Using Trunk OVC End Points

Figure29 shows a Rootedlultipoint connecting 6 UNIs as seen by thébSariber.
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Root UNI S Leaf UNI'W Root UNIT
-1 -1 T
| | |
N T e
1 1 1
| | |
N N —
Leaf UNI X Leaf UNI'Y Leaf UNI Z

Figure 291 Subscriber View of the RootedMultipoint EVC

Figure30 shows an example of supporting this Roek&dltipoint EVC using Trunk OVC End
Points at the ENNIs that connect three Operator MENde that each Operator MEdan e-

ceive ENNI Frames that originated at a Root UNI or a Leaf UNI. The use of Trunk OVC End
Points andl'runk Identifiers at the ENNIs allows the Operator MEN to determine the type of i
gress UNI and thus properly forward each ENNI Frafigure 31 shows example mappings-u

ing Root and Leaf &/LAN ID values.

Root UNI' S Leaf UNI'W Root UNI'T

Leaf UNI X Leaf UNI'Y Leaf UNI Z
Rooted-Multipoint OVC P > Path for frames
originating at a Root UNI
. Trunk OVC End Point <“«-»> Path for frames

originating at a Leaf UNI

@) Root OVC End Point UNI

® Leaf OVC End Point e ENNI

Figure 307 Rooted-Multipoint EVC using Trunk OVC End Points

MEN A MEN B
OVC End Point Root SVLAN Leaf SVLAN OVC End Point Root SVLAN Leaf SVLAN
Identifier ID value ID value Identifier ID value ID value
PAIX A32 1065 1066 PAIX B12 1065 1066

MEN B MEN C
OVC End Point Root SVLAN Leaf SVLAN OVC End Point Root SVLAN Leaf SVLAN
Identifier ID value ID value Identifier ID value ID value
ChinaBasin B123 | 56 57 China Basin C19 | 56 57

Figure 317 Example End Point Maps
11.2 Example Using a Rooted-Multipoint OVC in One Operator MEN

Figure 32 shows an example of supporting tReotedMultipoint EVC in Figure 29 using a
RootedMultipoint OVC in just Operator MEN A along witklairpin Switchingin Operator
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MEN A. The Hairpin Switchinghas the effect of inclling the UNIs in Operator MEN B and
Operator MENC in the RooteeMultipoint EVC. Note that Opetor B and Operator C see only
Pointto-Point OVCs with Root OVC End Points at the UNIs and ENNIs. Howeter Sip-
scriber and Service Provider recognize the role of each UNI inafopevIEN B and Operator
MEN C as either a Root UNI or a Leaf UNI.

Root UNI'S Leaf UNI'W Root UNI'T

Leaf UNI X Leaf UNI'Y Leaf UNI Z
o Path for frames
Rooted-Multipoint OVC < > originating at a Root UNI
. “«-» Path for frames
Trunk OVC End Point originating at a Leaf UNI

UNI

@) Root OVC End Point
e ENNI

® Leaf OVC End Point <4——p Point-to-Point OVC
Figure 321 Rooted-Multipoint EVC with a Rooted -Multipoint OVC in One Operator MEN

11.3 Example with All Root UNIs in One Operator MEN

Trunk OVC End Points are nolways necessary to implement a RoeMdltipoint EVC. Con-
sider the Rootedlultipoint EVC shown inFigure 33. In this example, Root UNI S and Root
UNI T happen to be in Operator MEN A.

Root UNI'S Leaf UNIW

Root UNI T
e

|

1
Q=

=1

1

|

1

1

1

|
r-

=1

1

1

|

|

1

|

|

—1 —1 —1
Leaf UNI X Leaf UNI'Y Leaf UNI Z
Figure 331 Subscriber View of the RootedMultipoint EVC with all Root UNIs in one O p-
erator MEN

Figure 34 showsan example of supporting the Rootelltipoint EVC of Figure 33 using just
Root and Leaf OVC End PointdAll Root UNIs are in the Operator MEN A, and the othgr-O
erator MENs have only Leaf UNIs. At each ENNI, all ENNI Frames going left to right originated
at a Root UNI and all ENNI Frames going right to left originated at a Leaf UMN$. dllows the

use of Root and Leaf OVC End Points at the ENNIs, and a singleAS! ID value at the E-

NIs. For example at ENNI AB, MEN A maps this)gle SVLAN ID value to its Leaf OVC End
Point while MEN B maps this same\& AN ID value to its Root OVC(End Point.
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In this figure, MEN A has a Leaf OVC End Point at ENNI A&&use any ingress ENNI Frame
mapped to this OVC End Point is the result of an ingress Service Frame at a Leaf UNI. For the
same reason, MEN B has a Leaf OVC End Point at ENNI BC. MEM®$a Root OVC End

Point at ENNI AB because any ingress ENNI Frame mapped to this OVC End Point is the result
of an ingress Service Frame at a Root UNI. For the same reason, MEN C has Root OVC End

Point at ENNI BC.

Root UNI'S Leaf UNI'W

Root UNI'T

Leaf UNI X Leaf UNI'Y Leaf UNI Z
Rooted-Multipoint OVC PR > Path for frames
originating at a Root UNI
. Trunk OVC End Point <“«-»> Path for frames
originating at a Leaf UNI
(@) Root OVC End Point e UNI
® Leaf OVC End Point m— ENNI

Figure 341 Rooted-Multipoint EVC with all Root UNIs in one Operator MEN

11.4 Example Using a Bundled OVC

Figure35 shows a Rootedultipoint EVC connectingd UNIs as seen by the Bscriber.

Root UNI S Root UNIT
S S
| |
U e
1 1
| |
N —
Leaf UNI X Leaf UNI Z

Figure 351 Subscriber View of the RootedMultipoint EVC

Figure 36 shows an example of supporting this Roekddltipoint EVC using Trunk OVC End
Points at the ENNI# Operator MEN A and Operator MEN. Operator MEN B uses a Point
to-Point Bundled OVdn this exampleAt each ENNI, MEN B maps the two TrunBdntifiers
values to the OVC End Poinin this case, Operator MEN Beednot be awareof which S
VLAN ID value represents frames originated at @RdNI and which SYLAN ID value repe-
sents frame originated at a Leaf UMNistead, MEN B simply passes thé/8AN ID values w-
changed between the two ENNIsraandatedy [R23]. MEN A and MEN C need to understand
the significance of eachirunk Identifiersvalue.
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Root UNI'S Root UNIT

Leaf UNI X Leaf UNI Z
Path for frames
Rooted-Multipoint OVC D > originating at a Root UNI

Path for frames
originating at a Leaf UNI

UNI

. Trunk OVC End Point
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Figure 361 Rooted-Multipoint EVC using a Bundled OVC
11.5 Example Using Hairpin Switching with Trunk OVC End Points

Figure37 shows a Rootedultipoint EVC with 6 UNIs as seen by the Bacriber.
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-1 -1 -1
| | |
T e o e - —— s
1 1 1
| | |
— N N
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Figure 371 Subscriber View of the RootedMultipoint EVC

Figure 38 shows and example of supportingstRootedMultipoint EVC using Hairpin Switl-

ing amongthe Trunk OVC End Points in MEN A. The configuration of thisaenple would be
useful if MEN B could only support Pointo-Point OVCs The Hairpin Switching in MEN A
provides the connectivity betweeretlUNIs in MEN C and MEN D that MEN B is unable to
provide.

MEF 26.1 © The MEF Forum 2012 Any reproduction of this document, or any portion theref, shall cantain the Page79
following statement: "Reproduced with permission of theMEF Forum." No user of this document is
authorized to modify any of the information contained herein.



External Network Network Interface (ENNI) i Phase2

Root UNIT

------- Leaf UNI'Y
ENNI BC

Root UNI' S

Leaf UNI X ENNI BD
DN — Leaf UNI Z
Root UNI'U
o Path for frames
Rooted-Multipoint OVC D > originating at a Root UNI
) “«-» Path for frames
Trunk OVC End Point originating at a Leaf UNI
UNI
@ Root OVC End Point
s ENNI
3 Leaf OVC End Point €= Bundled OVC

Figure 381 Hairpin Switching with Trunk OVC End Points
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